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Abstract—We consider Gaussian multiple-input multiple-output (MIMO) frequency-selective spatially correlated fading channels, assuming that the channel is unknown at the transmitter and perfectly known at the receiver. For Gaussian codebooks, using results from multivariate statistics, we derive an analytical expression for a tight lower bound on the ergodic capacity of such channels at any signal-to-noise ratio (SNR). We show that our bound is tighter than previously reported analytical lower bounds, and we proceed to analytically quantify the impact of spatial fading correlation on ergodic capacity. Based on a closed-form approximation of the variance of mutual information in correlated flat-fading MIMO channels, we provide insights into the multiplexing-diversity tradeoff for Gaussian code books. Furthermore, for a given total number of antennas, we consider the problem of finding the optimal (ergodic capacity maximizing) number of transmit and receive antennas, and we reveal the SNR-dependent nature of the maximization strategy. Finally, we present numerical results and comparisons between our capacity bounds and previously reported bounds.

Index Terms—Channel capacity, diversity, MIMO, spatial multiplexing.

I. INTRODUCTION

The use of multiple antennas at both ends of a wireless link enables the opening of multiple spatial data pipes between transmitter and receiver within the frequency band of operation for no additional power expenditure. This leads to a dramatic increase in spectral efficiency [1]–[5] known as spatial multiplexing gain. Analytical expressions for the resulting capacity gains are in general hard to obtain.

Contributions: In this paper, we examine the statistics of mutual information [6] of multiple-input multiple-output (MIMO) channels, assuming that Gaussian code books are employed and that the channel is unknown at the transmitter and perfectly known at the receiver. Our detailed contributions are as follows.

- We derive a tight closed-form lower bound on ergodic capacity of MIMO channels experiencing spatially correlated frequency-selective Rayleigh fading. Moreover, we provide an accurate closed-form analytical approximation of the variance of mutual information in the high signal-to-noise ratio (SNR) regime under (correlated) frequency-flat fading.
- We analytically quantify the impact of spatial fading correlation both at the transmitter and the receiver on ergodic capacity and the variance of mutual information.
- Using our analytical expressions for ergodic capacity and for the variance of mutual information, we provide insights into the tradeoff between multiplexing and diversity gains in frequency-flat correlated MIMO channels.
- Given a fixed total number of antennas, we determine the optimal (ergodic capacity maximizing) number of transmit and receive antennas and show the SNR dependent nature of the optimal antenna allocation strategy.

Relation to Previous Work: Expressions for the ergodic capacity of i.i.d. Rayleigh flat-fading MIMO channels under the assumption that the channel is unknown at the transmitter and perfectly known at the receiver have been derived in [2], [3]. Specifically, [2] gives closed-form expressions for ergodic capacity in integral form involving Laguerre polynomials and provides a look-up table obtained by numerically evaluating the underlying integrals to find the associated values of ergodic capacity for different numbers of transmit and receive antennas. On the other hand, [3] derives a lower bound on ergodic capacity that can be evaluated numerically using Monte Carlo methods. In [7] and [8], closed-form lower bounds for the ergodic capacity of i.i.d. Rayleigh flat-fading channels with multiple antennas have been reported. While [7] treats the case of multiple antennas at one end of the link (SIMO or MISO) and specifies ergodic capacity for MIMO channels with the aid of a look-up table for only a few antenna configurations, [8] derives a more general expression that applies to any antenna configuration. In both cases, the bounds are derived assuming high SNR, which leads to poor accuracy at low SNR. Expressions for ergodic and outage capacities of MIMO channels based on the Gaussian approximation of mutual information have been reported in [9]–[11].

The analysis in this paper distinguishes itself from previous results in that it provides a tighter closed-form lower bound than the one reported in [7] and [8] at any SNR and for any number of transmit and receive antennas. Moreover, our analytical lower bound is as tight as the bound obtained by numerically evaluating (through Monte Carlo methods) the lower bound derived in [3]. Additionally, our results incorporate the frequency-selective case and the case of spatial fading correlation and enable us...
to quantify the loss in ergodic capacity due to spatial fading correlation analytically. We note that we have previously reported some of our results in [12] and [13].

Organization of the Paper: The rest of this paper is organized as follows. In Section II, we introduce the channel model and state our assumptions. In Section III, we derive bounds on ergodic and outage capacities of i.i.d. Rayleigh flat-fading MIMO channels. Some of these results are then extended to incorporate spatially correlated frequency-selective fading channels. In Section IV, we provide a closed-form approximation of the variance of mutual information in the high-SNR regime. Based on these results, in Section V, we provide insights into the multiplexing-diversity tradeoff in spatially correlated frequency-flat fading MIMO channels assuming Gaussian code books. Section VI examines the ergodic capacity maximizing antenna allocation strategies for fixed total number of antennas in the uncorrelated Rayleigh flat-fading case. Our conclusions are provided in Section VII.

Notation: $\mathbb{E}$ denotes the expectation operator, $\text{var}(X)$ stands for the variance of the random variable $X$, $\mathbf{I}_M$ is the $M \times M$ identity matrix, $\mathbf{O}_{M \times N}$ stands for the $M \times N$ all zeros matrix, $\tau(\mathbf{A})$ is the rank of the matrix $\mathbf{A}$, $\lambda_i(\mathbf{A})$ is the $i$th eigenvalue of $\mathbf{A}$, $\mathbf{A}_i$ is the diagonal matrix containing the nonzero eigenvalues of $\mathbf{A}$, $\text{vec} (\mathbf{A}) = [a_0^T \ a_1^T \ldots \ a_{N-1}^T]^T$, where $a_i$ denotes the $i$th column of $\mathbf{A}$, $\text{Tr}(\mathbf{A})$ is the trace of $\mathbf{A}$, and $\det(\mathbf{A})$ denotes the determinant of $\mathbf{A}$. The superscripts $\text{T}$ and $\text{H}$ stand for transpose, elementwise conjugation, and conjugate transpose, respectively. The squared Frobenius norm of $\mathbf{A}$ is defined as $||\mathbf{A}||_F^2 = \sum_{i,j} |a_{ij}|^2$. A circularly symmetric complex Gaussian random variable is a random variable $z = (x + jy) \sim \mathcal{CN}(0,\sigma^2)$, where $x$ and $y$ are i.i.d. $\mathcal{N}(0,\sigma^2/2)$. The chi-squared distribution with $N$ degrees of freedom, which is denoted as $\chi^2_N$, is defined as the distribution of the sum of the squares of $N$ i.i.d. $\chi^2(0,1/2)$ random variables.

II. CHANNEL MODEL

In the following, $M_T$ and $M_R$ denote the number of transmit and receive antennas, respectively. We assume a single-user point-to-point link and employ the broadband Rayleigh MIMO channel model introduced in [14]. Denoting the discrete-time index by $k$, the input-output relation for this channel is given by

$$\mathbf{r}[k] = \sum_{l=0}^{P-1} \mathbf{H}_s \mathbf{s}[k-l] + \mathbf{n}[k]$$

where $\mathbf{r}[k]$ is the $M_R \times 1$ received vector sequence, $\mathbf{H}_s$ is the $M_T \times M_T$ matrix, $\mathbf{s}[k-l]$ is the $M_T \times 1$ transmit vector sequence, and $\mathbf{n}[k]$ is the $M_R \times 1$ zero-mean additive white Gaussian noise vector satisfying $\mathbb{E} \{ n[k] n^H[k'] \} = \mathbf{I}_{M_R} \delta[k-k']$. For the sake of simplicity, we assume a uniform linear array at both the transmitter and the receiver with identical antenna elements [15], [16]. The relative antenna spacing is denoted as $\Delta = d/\lambda$, where $d$ stands for the absolute antenna spacing, and $\lambda = c/f_c$ is the wavelength of a signal with center frequency $f_c$. Assuming that the fading statistics are the same for all transmit antennas and denoting the $r$th column of $\mathbf{H}_s$ by $\mathbf{h}_r$, we define the $M_R \times M_T$ receive correlation matrix as

$$\mathbf{R}_r = \frac{1}{\sigma_r^2} \mathbb{E} \{ \mathbf{h}_r^{(r)} \mathbf{h}_r^{(r)H} \},$$

which is independent of $n$, and where $\sigma_r^2$ is the average path gain of the $l$th tap (derived from the power delay profile). Letting $h_{m,n}^{(l)} = [\mathbf{H}_s]_{m,n}$ and denoting the fading correlation between two receive antenna elements spaced $s\Delta$ wavelengths apart as $\rho(s\Delta) = \sigma_r^{-2} \mathbb{E} \{ \mathbb{E} \{ h_r^{(l)} h_r^{(l)H} \} \}$, $l = 0, 1, \ldots, P-1$, $k = 0, 1, \ldots, M_T - 1$, the receive correlation matrix $\mathbf{R}_r$ can be written as

$$[\mathbf{R}_r]_{m,n} = \sigma_r \rho(|m-n|\Delta).$$

We assume that spatial fading correlation can occur both at the transmitter and the receiver, the impact of which is modeled by decomposing the $l$th tap according to

$$\mathbf{H}_s = \mathbf{H}_s^{(l)} \mathbf{S}_l^{1/2}; \quad l = 0, 1, \ldots, P-1$$

with the $\mathbf{H}_s^{(l)}$ being $M_R \times M_T$ matrices with i.i.d. $\mathcal{CN}(0,1)$ entries. The transmit correlation matrix $\mathbf{S}_l = \mathbf{S}_l^{1/2} \mathbf{S}_l^{1/2}$ is defined similarly to the receive correlation matrix. The $\mathbf{H}_s^{(l)}$ are furthermore assumed to be uncorrelated, i.e., $\mathbb{E} \{ \text{vec} (\mathbf{H}_s^{(l)}) \text{vec} (\mathbf{H}_s^{(l)'}) \} = \mathbf{I}_{M_T} \mathbf{M}_R \delta[l-l']$. We note that the decomposition (3) does not incorporate the most general case of spatial fading correlation but yields a reasonable compromise between analytical tractability and validity of the channel model. For a detailed discussion on the implications of this model, see [16].

In the following, we will allow for receive correlation only (i.e., $\mathbf{S}_l = \sigma_s \mathbf{I}_{M_T}, l = 0, 1, \ldots, P-1$) in the frequency-selective fading case. Moreover, in the frequency-flat fading case, we will always assume $\sigma_S^2 = 1$, and use the notation $\mathbf{S}_0 = \mathbf{S}$ and $\mathbf{R}_0 = \mathbf{R}$.

III. BOUNDS ON ERGODIC CAPACITY AND OUTAGE CAPACITY

In this section, taking into account the channel model introduced in Section II, we derive bounds on ergodic and outage capacities. Throughout the paper, we assume that the channel is unknown at the transmitter and perfectly known at the receiver.

A. Ergodic Capacity Bounds

The i.i.d. Flat-Fading Case: We start by considering the i.i.d. frequency-flat fading case. The input-output relation is characterized by the $M_R \times M_T$ channel transfer matrix $\mathbf{H}$ consisting of i.i.d. $\mathcal{CN}(0,1)$ entries. The mutual information in bits per second per Hertz (bps/Hz) of the corresponding MIMO system is given by [2], [3]

$$I = \log_2 \det \left( \mathbf{I}_{M_R} + \frac{\rho}{M_T} \mathbf{H} \mathbf{H}^H \right)$$

(4)

where $\rho$ is the average SNR at each of the receive antennas, and the input signal vector was assumed to be circularly symmetric complex Gaussian with covariance matrix $(\rho/M_T) \mathbf{I}_{M_T}$. Assuming that the fading process is ergodic, a Shannon capacity or ergodic capacity exists and is given by $C = \mathbb{E} \{ I \}$. 
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Theorem 1: The ergodic capacity of an i.i.d. \( M_R \times M_T \) frequency-flat fading MIMO channel can be lower bounded as

\[
C \geq L \log_2 \left( 1 + \frac{\rho}{M_T} \exp \left( \frac{1}{L} \sum_{j=1}^{K-1} \sum_{p=1}^{L} \frac{1}{p} - \gamma \right) \right)
\]

(5)

where \( L = \min(M_T, M_R) \), \( K = \max(M_T, M_R) \), and \( \gamma \approx 0.57721566 \) is Euler’s constant.

Proof: Applying Minkowski’s inequality [17] to (4), we can lower bound mutual information in the case of \( M_T \geq M_R \) as

\[
I \geq \log_2 \left( 1 + \rho \left[ \det \left( \frac{1}{M_T} \mathbf{H}^H \mathbf{H} \right) \right]^{1/M_R} \right)^{M_R}
\]

(6)

which can alternatively be expressed as

\[
I \geq M_R \log_2 \left( 1 + \rho \exp \left( \frac{1}{M_R} \ln \det \left( \frac{1}{M_T} \mathbf{H}^H \mathbf{H} \right) \right) \right). \tag{7}
\]

Noting that \( \log_2(1+ae^x) \) is a convex function in \( x \) for \( a > 0 \) and using Jensen’s inequality [18], we can lower bound \( C \) according to

\[
C \geq M_R \log_2 \left( 1 + \rho \exp \left( \frac{1}{M_R} \right) \times \mathcal{E} \left\{ \ln \det \left( \frac{1}{M_T} \mathbf{H}^H \mathbf{H} \right) \right\} \right). \tag{8}
\]

For \( M_T \geq M_R \), we can infer from [19] that

\[
\mathcal{E} \left\{ \ln \det \left( \frac{1}{M_T} \mathbf{H}^H \mathbf{H} \right) \right\} = \sum_{j=1}^{M_R} \mathcal{E} \left\{ \ln X_j \right\} - M_R \ln M_T \tag{9}
\]

where the \( X_j \sim \chi^2_2(M_T-j+1) \) \( (j = 1, 2, \ldots, M_R) \) are independent. From [20], we know that

\[
\mathcal{E} \left\{ \ln X_j \right\} = \psi(M_T - j + 1) \tag{10}
\]

where \( \psi(x) \) is the digamma function. For integer \( x \), this function may be expressed as [21]

\[
\psi(x) = -\gamma + \sum_{p=1}^{x-1} \frac{1}{p}. \tag{11}
\]

Combining (8)-(11), we have a lower bound on the ergodic capacity when \( M_T \geq M_R \). Using the identity

\[
\det \left( \mathbf{I}_{M_R} + (\rho/M_T) \mathbf{H}^H \mathbf{H} \right) = \det \left( \mathbf{I}_{M_T} + (\rho/M_T) \mathbf{H}^H \mathbf{H} \right),
\]

similar steps can be pursued to derive a lower bound for the case \( M_T < M_R \). \( \square \)

Proposition 2: In the high-SNR regime, the ergodic capacity of an i.i.d. \( M_R \times M_T \) frequency-flat fading MIMO channel can be approximated as

\[
C \approx L \log_2 \left( \frac{\rho}{M_T} \right) + \ln 2 \left( \sum_{j=1}^{L} \sum_{p=1}^{K-j} \frac{1}{p} - \gamma L \right). \tag{12}
\]

Proof: We start by noting that for \( \rho \) large, the mutual information \( I \) can be approximated as

\[
I \approx \begin{cases} 
\log_2 \det \left( \frac{\rho}{M_T} \mathbf{H}^H \mathbf{H} \right), & M_T \geq M_R \\
\log_2 \det \left( \frac{\rho}{M_T} \mathbf{H}^H \mathbf{H} \right), & M_T < M_R.
\end{cases} \tag{13}
\]

Using \( C = \mathcal{E} \{I\} \) and applying steps similar to (9)-(11), the result follows. \( \square \)

Proposition 2 is intuitively appealing since it shows explicitly that ergodic capacity grows linearly with \( L = \min(M_T, M_R) \). More specifically, \( C \) increases by \( \min(M_T, M_R) \) bps/Hz for every 3-dB increase in SNR. Thus, the number of spatial data pipes that can be opened up between transmitter and receiver is constrained by the minimum of the number of antennas at the transmitter and the receiver. This is a well-known fact first observed in [22] without providing an explicit analytical expression for \( C \). We note that (12) has been found independently in [8]; more precisely, (12) is the equivalent to the lower bound given by (9) in [8]. In (12), the digamma function in (9) of [8] is given in expanded form based on (11).

Numerical Example 1 (Tightness of the General Bound). Fig. 1 shows the empirically obtained (through Monte Carlo methods) ergodic capacity and the analytical lower bound (5) for several MIMO configurations as a function of average SNR per receive antenna. It is clearly seen that (5) becomes almost exact at high SNR. We can furthermore observe that in the low-SNR regime, the bound improves as the difference in the number of antennas on the two sides of the link increases. \( \square \)

We note that the lower bound in (5) can be improved by starting from the lower bound on mutual information given in (12) of [3], where it is assumed that \( M_T \geq M_R \). We generalize this expression to apply for any \( M_T, M_R \) by expressing the lower bound as

\[
I \geq \sum_{j=1}^{L} \log_2 \left( 1 + \frac{\rho}{M_T} X_j \right) \tag{14}
\]

where the \( X_j \sim \chi^2_2(K-j+1) \) \( (j = 1, 2, \ldots, L) \) are independent.
Proposition 3: Compared with (5), an improved lower bound on the ergodic capacity of the i.i.d. frequency-flat fading $M_R \times M_T$ MIMO channel is given by

$$C \geq \sum_{j=1}^{L} \log_2 \left( 1 + \frac{p}{M_T} \exp \left( \frac{K-j}{p} - \gamma \right) \right). \quad (15)$$

Proof: We will first derive (15) and then show that the bound in (15) is strictly better than the bound in (5). Starting from (14) and using $C = \mathcal{E} \{ I \}$, we can follow the proof of Theorem 1 and further lower bound $C$ through Jensen’s inequality (based on the convexity of $\log_2(1 + ae^x)$ in $x$ for $a > 0$) and apply similar steps as in (9)–(11) to obtain (15). The second part of the proposition can be shown by applying Jensen’s inequality to

$$\frac{1}{L} \sum_{j=1}^{L} \log_2 \left( 1 + \frac{p}{M_T} \exp \left( \frac{K-j}{p} - \gamma \right) \right)$$

which yields

$$\sum_{j=1}^{L} \log_2 \left( 1 + \frac{p}{M_T} \exp \left( \frac{K-j}{p} - \gamma \right) \right) \geq L \log_2 \left( 1 + \frac{p}{M_T} \exp \left( \frac{1}{L} \sum_{j=1}^{K} \frac{1}{p} - \gamma \right) \right)$$

and hence proves that the bound in (15) is strictly better than the bound in (5).

Numerical Example 2 (Comparison of the General Bounds with Known Bounds). Next, we compare the closed-form expressions (5) and (15) with previously reported lower bounds. For $M_T = M_R = 2$ and $M_T = 4$. Figs. 2 and 3, respectively, show the lower bounds reported in [7] and [8] (Gauthier–Grant), the lower bound obtained by evaluating the results in [3] through Monte Carlo methods (Empirical: Foschini) and the analytical lower bounds (5) (Analytical) and (15).
(Analytical: Foschini). We observe that in the low-SNR regime (5) and (15) are equally tight [consistent with Proposition 3, the bound (15) is slightly better in the $M_T = M_R = 2$ case, as seen in Fig. 2(b)], and both bounds are close to the numerically evaluated lower bound of [3]. Furthermore, we note that (5) and (15) are much tighter than the lower bound specified in [7] and [8] (Gauthier–Grant). In the high-SNR regime, all bounds are equally tight. We also note that the accuracy of the analytical lower bounds is better in the asymmetric setting of $M_T = 2$, $M_R = 4$.

**Correlated Flat-Fading Case:** Based on the techniques established so far, we can easily lower bound the ergodic capacity of channels with correlated spatial fading for the following three cases.

- In the case of receive correlation only (i.e., $S = I_{M_R}$), assuming that $R$ has full rank (i.e., $r(R) = M_R$) and $M_R \leq M_T$, the lower bound on ergodic capacity becomes

$$C \geq M_R \log_2 \left( 1 + \frac{ho}{M_T} \det(A_R)^{1/M_R} \right) \times \exp \left( \frac{1}{M_R} \sum_{j=1}^{M_R} \sum_{p=1}^{M_R-j} \frac{1}{p} - \gamma \right), \quad (16)$$

In order to generalize (16) to arbitrary rank of $R$, we observe that the effective channel dimensions in this case reduce to $r(R) \times M_T$. Assuming that $r(R) \leq M_T$, the ergodic capacity is lower bounded as

$$C \geq r(R) \log_2 \left( 1 + \frac{ho}{M_T} \det(A_R)^{1/r(R)} \right) \times \exp \left( \frac{1}{r(R)} \sum_{j=1}^{r(R)} \sum_{p=1}^{r(R)-j} \frac{1}{p} - \gamma \right). \quad (17)$$

Comparing (17) with (5), we can see that the number of spatial data pipes opened up in this case is given by $r(R)$.

- Similarly, for the case of spatial fading correlation at the transmitter only (i.e., $R = I_{M_T}$), assuming that $r(S) \leq M_R$, we obtain

$$C \geq r(S) \log_2 \left( 1 + \frac{ho}{M_T} \det(A_S)^{1/r(S)} \right) \times \exp \left( \frac{1}{r(S)} \sum_{j=1}^{r(S)} \sum_{p=1}^{r(S)-j} \frac{1}{p} - \gamma \right). \quad (18)$$

Again, we can see that the number of effective spatial data pipes is given by $r(S)$. We emphasize that in the case of transmit correlation only, choosing the transmit signal’s covariance matrix to satisfy $Q = E\{ss^H\} = \rho/M_T I_{M_T}$ will in general only yield a lower bound on ergodic capacity. Strategies for determining the transmit signal vector’s optimal covariance matrix assuming knowledge of $S$ have been discussed in [23]–[28].

Finally, in the case of spatial fading correlation both at the transmitter and the receiver, assuming that $r(S) = r(R) = N$, we obtain

$$C \geq N \log_2 \left( 1 + \frac{ho}{N} \det(A_S) \det(A_R) \right)^{1/N} \times \exp \left( \frac{1}{N} \sum_{j=1}^{N} \sum_{p=1}^{N-j} \frac{1}{p} - \gamma \right) \quad (19)$$

which shows that in this case the number of spatial data pipes is given by $N$.

In the high-SNR regime, the lower bound in (5) approximates ergodic capacity for the i.i.d. case very accurately. Similarly, (17)–(19) give very accurate approximations in the presence of spatial fading correlation. The bound reported in (15) has been generalized in [29] to the cases of spatial fading correlation only at the transmitter or only at the receiver. However, the resulting expressions are not given in analytic form and need to be evaluated via Monte Carlo methods. Based on the lower bounds established in (5) and (17)–(19), we can now analytically quantify the loss in ergodic capacity due to spatial fading correlation in the high-SNR regime. For the MIMO channel with joint transmit/receive correlation, at high SNR, assuming that $S$ and $R$ have full rank, the ergodic capacity loss is given by $\log_2(\det(A_S)) + \log_2(\det(A_R))$ bps/Hz. This loss is $\log_2(\det(A_S))$ and $\log_2(\det(A_R))$ bps/Hz, respectively, for the cases of transmit correlation only and receive correlation only. Furthermore, we note that the number of spatial data pipes opened up between transmitter and receiver is constrained by the rank of the correlation matrices. This observation can be interpreted as having $r(R)$ effective receive and $r(S)$ effective transmit antennas. We emphasize that the ergodic capacity loss was quantified in terms of the lower bounds (17)–(19). Since these bounds are very accurate in the high-SNR regime, the conclusions drawn above on the ergodic capacity loss can be expected to match well the exact behavior.

**Numerical Example 3 (Impact of Spatial Fading Correlation on Ergodic Capacity).** In this example, we investigate the ergodic capacity loss due to spatial fading correlation for a Rayleigh flat-fading MIMO channel with $M_T = M_R = 2$. We use the channel model specified in (3) with

$$S = \begin{bmatrix} 1 & s^* & s \end{bmatrix} \quad \text{and} \quad R = \begin{bmatrix} 1 & r^* & r \end{bmatrix} \quad (20)$$

where $s$ and $r$ are the complex correlation coefficients between the two transmit and the two receive antennas, respectively. In Fig. 4, we compare the lower bound (19) with the empirically obtained ergodic capacity (through Monte Carlo methods) for three different levels of transmit and receive correlation, namely, $s = r = 0$ (i.i.d. channel), $s = r = 0.4$ (low transmit/receive correlation), and $s = 0.95, r = 0.4$ (high transmit, low receive correlation). As predicted by the analytical estimate $\log_2(\det(A_S)) + \log_2(\det(A_R)) = \log_2(1-|s|^2) + \log_2(1-|r|^2)$, we observe a very small ergodic capacity loss for the case of low transmit/receive correlation. In the case of high correlation at the transmitter, we observe an ergodic capacity loss of about 3.6 bps/Hz, which is consistent with the loss of 3.61 bps/Hz.
predicted by the analytical estimate. Again, we note that the analytical estimates become very accurate for high SNR. At low SNR, the analytical lower bounds (17)–(19) become more inaccurate with increasing correlation level.

Extension to Frequency-Selective Fading Channels: We will next assume frequency-selective fading with $S_i = \sigma_i A_{M_t}$ ($i = 0, 1, \ldots, P - 1$). The ergodic capacity for spatial multiplexing over this channel has been obtained in [5] as

$$C = \mathcal{E}\left\{ \log_2 \det \left( I_{M_t} + \frac{\rho}{M_t} \mathbf{H}_w \mathbf{H}_w^H \right) \right\}$$

(21)

where $\mathbf{H}_w$ is an $M_R \times M_T$ matrix consisting of i.i.d. $\mathcal{C}\mathcal{N}(0,1)$ elements, and $\Lambda = {\text{diag}\left\{ {\lambda_i} \left( \mathbf{\hat{R}} \right) \right\}}_{i=0}^{M_R-1}$ with $\mathbf{\hat{R}} = \sum_{i=0}^{P-1} \sigma_i A_{M_t}$. Following our previous analysis, it is easy to verify that the ergodic capacity in (21) for the case where $r(\mathbf{\hat{R}}) \leq M_T$ may be conveniently lower bounded as

$$C \geq r(\mathbf{\hat{R}}) \log_2 \left( 1 + \frac{\rho}{M_T} \left( \det(A_{\mathbf{\hat{R}}}) \right)^{1/r(\mathbf{\hat{R}})} \right) \times \exp \left( \frac{1}{r(\mathbf{\hat{R}})} \sum_{i=1}^{r(\mathbf{\hat{R}})} \sum_{j=i}^{M_T-1} \frac{1}{p_i - \gamma} \right).$$

(22)

Similar to the flat-fading case, we can establish that the ergodic capacity increases by $r(\mathbf{\hat{R}})$ bps/Hz for every 3-dB increase in SNR or, equivalently, the number of spatial data pipes is given by $r(\mathbf{\hat{R}})$. We conclude by noting that for full-rank $\mathbf{\hat{R}}$, the loss in ergodic capacity in the high-SNR regime is quantified by

$$\log_2 \left( \det(\mathbf{\hat{R}}) \right) \text{ bps/Hz.}$$

**Improved Lower Bound in the Low-SNR Regime:** In the following, we focus on the i.i.d. flat-fading case and provide an improved lower bound on ergodic capacity in the low-SNR regime. We start with the following proposition.

**Proposition 4:** The mutual information defined in (4) can be lower bounded by

$$I \geq \log_2 \left( 1 + \frac{\rho}{M_T} \text{Tr}(\mathbf{H}^H \mathbf{H}) \right)$$

$$= \log_2 \left( 1 + \frac{\rho}{M_T} \left\| \mathbf{H} \right\|_F^2 \right).$$

(23)

Moreover, in the low-SNR regime, this lower bound is strictly tighter than the bound (6).

**Proof:** We expand (4) by using

$$\det \left( I_{M_t} + \frac{\rho}{M_T} \mathbf{H} \mathbf{H}^H \right) = 1 + \sum_{i=1}^{M_T} \left( \frac{\rho}{M_T} \right)^i \prod_{k_i < \ldots < k_{i+1}} \lambda_{k_i} \left( \mathbf{H} \mathbf{H}^H \right)$$

where the notation $k_1 < \ldots < k_{i+1}$ denotes all combinations of size $i$ from the set $\{1, 2, \ldots, M_T\}$. Noting that the terms $\lambda_{k_i} \left( \mathbf{H} \mathbf{H}^H \right)$ are positive with probability 1 and ignoring second and higher order terms (i.e., the cross-terms) in $\rho$, we obtain the result in (23). We can confirm that (23) is an improved bound on mutual information at low SNR over the bound obtained in (6) through Minkowski’s inequality. Using the binomial theorem [30], we can rewrite (6) as

$$I \geq \log_2 \left( \frac{M_T}{M_R} \left( \frac{M_R}{M_T} \right)^{\frac{1}{M_T}} \right)^{1/M_T}.$$

(24)

For small $\rho$, second and higher order terms can be ignored. Thus, the generalized low-SNR bound on mutual information based on Minkowski’s inequality is given by

$$I \geq \log_2 \left( 1 + \frac{M_T}{M_R} \left[ \det(\mathbf{H}^H \mathbf{H}) \right]^{1/M_T} \right).$$

(25)

We observe, based on the arithmetic mean-geometric mean inequality, that (23) is a tighter lower bound on mutual information than (24).

**Proposition 5:** The ergodic capacity of an i.i.d. $M_R \times M_T$ frequency-flat fading MIMO channel at low SNR is lower bounded by

$$C \geq \log_2 \left( 1 + \frac{\rho}{M_T} \exp \left( \sum_{\gamma=1}^{M_T-1} \frac{1}{p_i - \gamma} \right) \right).$$

(25)

**Proof:** The result is a direct consequence of the mutual information bound (23) obtained in Proposition 4. Noting that $\text{Tr}(\mathbf{H} \mathbf{H}^H) = \left\| \mathbf{H} \right\|_F^2 \sim \chi_{2M_T M_R}^2$ and applying the steps used in the proof of Theorem 1, namely Jensen’s inequality followed by the steps leading to (9)–(11), the desired result follows.

**Numerical Example 4 (Comparison of the Generalized Bound and the Improved Low-SNR Bound):** In Fig. 5, we focus on the low-SNR regime and compare the general lower bound in (5) to the improved low-SNR bound (25) for various antenna configurations. We observe, in particular, in the symmetric case $M_T = M_R = 2$ that (25) serves as a significantly more precise estimate of ergodic capacity at low SNR.

**B. Bounds on Outage Capacity**

Extending the analysis developed thus far, we will next establish a high-SNR lower bound on the cdf of mutual information and, hence, an upper bound on outage capacity.

**The i.i.d. Case:** Since $\mathbf{H}$ is random, the mutual information $I$ is random as well. The outage probability at rate $R$ is defined as $P_{\text{out}} = P(I < R)$ [2], [6], [31]. Equivalently, one can define the $q$th outage capacity $C_{\text{out},q}$ as the capacity that is guaranteed for $(100 - q)\%$ of the channel realizations, i.e.,
where at outage levels below 10%. We denote the cdf of mutual information by \( F_I(y) = P(I \leq y) \).

**Theorem 6:** For high SNR, the cdf of mutual information of the i.i.d. frequency-flat fading \( M_R \times M_T \) MIMO channel is lower bounded as

\[
F_I(y) \geq 1 - \min_{s \geq 0} e^{-sy} \mathcal{E}\{e^{sI}\}
\]

(26)

where

\[
\mathcal{E}\{e^{sI}\} = \left( \frac{\rho}{M_T} \right)^{L \log_2 e} \prod_{j=1}^L \frac{\Gamma(K + 1 - j + s \log_2 e)}{\Gamma(K + 1 - j)}
\]

(27)

with \( \Gamma(x) = \int_0^\infty y^{x-1} e^{-y} dy \) denoting the Gamma function.

Proof: The expression in (26) follows from the Chernoff bound. We obtain (27) using the results of [19] and the high-SNR approximation for mutual information in (13).

We note that a similar bound for the frequency-selective case has been reported previously in [32].

**Numerical Example 5 (Accuracy of the Bound on Outage Capacity).** In Fig. 6, we compare the empirically obtained (via Monte Carlo methods) cdf of mutual information to the analytical expression in (26) and (27) for various antenna configurations at \( \rho = 15 \) dB. The Chernoff parameter \( s \) is selected to satisfy the minimization criterion in (26) for each outage level. While the bound is tight at high outage levels, the observed gap between empirical and analytical capacity is more than 2 bps/Hz at outage levels below 10%.

**Correlated Case:** The lower bound on the cdf of mutual information given by (26) still applies in the correlated case with (27) replaced as follows.

- In the case of receive correlation only (i.e., \( S = I_{M_T} \)), assuming that \( r(R) \leq M_T \), the moment-generating function for mutual information is given by

\[
\mathcal{E}\{e^{sI}\} = \left( \frac{\rho}{M_T} \right)^{L \log_2 e} \prod_{j=1}^L \frac{\Gamma(K + 1 - j + s \log_2 e)}{\Gamma(K + 1 - j)} \cdot \nabla(\rho)^{r(R)}
\]

(28)

- Similarly, for the case of spatial fading correlation at the transmitter only (i.e., \( R = I_{M_R} \)), assuming that \( r(S) \leq M_R \), we obtain

\[
\mathcal{E}\{e^{sI}\} = \left( \frac{\rho}{M_T} \right)^{r(S)} \prod_{j=1}^L \frac{\Gamma(M_T + 1 - j + s \log_2 e)}{\Gamma(M_T + 1 - j)}
\]

(29)

- Finally, in the case of spatial fading correlation both at the transmitter and the receiver, assuming that \( r(S) = r(R) = N \), we get

\[
\mathcal{E}\{e^{sI}\} = \left( \frac{\rho}{N} \right)^{r(S) \cdot r(R)} \prod_{j=1}^N \frac{\Gamma(N + 1 - j + s \log_2 e)}{\Gamma(N + 1 - j)}
\]

(30)

**IV. VARIANCE OF MUTUAL INFORMATION**

We will next compute the variance of mutual information for the frequency-flat spatially correlated fading case. In the following, the variance of \( I \) is denoted by \( \sigma_I^2 \).

**The i.i.d. Case:** The variance result for the i.i.d. case can be summarized as follows:

**Theorem 7:** A general closed-form approximation of the variance of an i.i.d. frequency-flat \( M_R \times M_T \) MIMO channel at high SNR is given by

\[
\sigma_I^2 \approx (\log_2 e)^2 \prod_{j=1}^L \sum_{p=1}^\infty \frac{1}{(p + K - j)^2}
\]

(31)

A simpler approximate expression for \( \sigma_I^2 \), which is often more amenable to analytical studies (but less accurate), is

\[
\sigma_I^2 \approx (\log_2 e)^2 \prod_{j=1}^L \frac{1}{K - j + 1}
\]

(32)
variance expression in (32). The simpler but less accurate analytical approximation (32) can be obtained as

$$\sigma_I^2 \approx (\log_2 e)^2 \sum_{j=1}^{\infty} \frac{1}{(p - M_T - j)^2}.$$  

- Similarly, for the case of spatial fading correlation at the transmitter only (i.e., $R = I_{M_T}$), assuming that $r(S) \leq M_R$, we obtain

$$\sigma_I^2 \approx (\log_2 e)^2 \sum_{j=1}^{\infty} \frac{1}{(p + M_R - j)^2}.$$  

- Finally, for the case of joint transmit-receive correlation, assuming that $r(R) = r(R) = N$, we find

$$\sigma_I^2 \approx (\log_2 e)^2 \sum_{j=1}^{\infty} \frac{1}{(p + N - j)^2}.$$  

We note that we have incorporated the spatially correlated channel model described in Section II into the result of Theorem 7 in deriving (35)–(37). Comparing (35)–(37) with (31), we can infer that the variance of mutual information of an $M_T \times M_R$ spatially correlated channel is the same as that in an i.i.d. channel with dimensions $r(R) \times M_T$ and $M_R \times r(S)$, respectively, for the cases of receive-only and transmit-only correlation and $N \times N$ for the case of joint transmit-receive correlation (assuming equal ranks). Hence, we see that spatial fading correlation in general may reduce the variance of mutual information as the effective number of transmit and receive antennas is constrained by the rank of the correlation matrices.

**Low-SNR Case:** We can also analytically characterize the variance of mutual information in the low-SNR regime based on the bound in Proposition 4. Applying the approximation $\log_2 (1 + x) \approx \log_2 e \cdot x$ valid for small $x$ to (23) and using

$$\text{var} \left( \left\| H \right\|_F^2 \right) = M_T M_R,$$

we obtain

$$\sigma_I^2 \approx \left( \log_2 e \right)^2 \rho \frac{|H|^2}{M_T M_R} \approx \left( \rho \log_2 e \right)^2 \frac{M_R}{M_T}.$$  

We can see from (38) that in the low-SNR regime, variance of mutual information increases linearly in the number of receive antennas and is inversely proportional to the number of transmit antennas. This trend is clearly different from its behavior in the high-SNR regime, where $\sigma_I^2$ is maximum when $M_T = M_R$ and decreases monotonically with increasing $K = \max(M_T, M_R)$ for fixed $L = \min(M_T, M_R)$.

**V. TRADEOFF BETWEEN SPATIAL MULTIPLEXING AND DIVERSITY**

MIMO systems offer spatial diversity gain to combat channel fading and spatial multiplexing gain resulting in increased spectral efficiency. These benefits are, in general, conflicting. It is therefore necessary to understand the tradeoff between multiplexing and diversity gains in designing MIMO systems. The variance analysis in Section IV provides a new framework to interpret this tradeoff when signaling with Gaussian codebooks over ergodic MIMO channels. An alternative framework for analyzing the diversity-multiplexing tradeoff has been proposed in [33]. The definitions of multiplexing and diversity gains used

![Graph showing variance of mutual information](image-url)

**Fig. 7.** Comparison of empirically determined $\sigma_I^2$ and analytical approximations (31) and (32) for various values of $M_T$ with fixed $M_R = 10$ at high SNR.
in [33] are related to outage capacity and the associated outage probability (or equivalently packet error rate), respectively.

In this paper, we assume ergodicity of the MIMO channel and relate multiplexing gain to ergodic capacity and diversity gain to outage capacity. Due to the fading nature of the channel, mutual information is a random quantity. In a single-input single-output (SISO) scenario, with a sufficiently long coding horizon, it is possible to code over short-term channel fluctuations and achieve ergodic capacity through averaging in time.

In the MIMO case, we can see how the extra spatial dimensions contribute to this averaging based on the results of our variance analysis. In particular, we can conclude that the channel hardening effect observed under certain antenna configurations (i.e., \( M_T \gg M_R \) and \( M_T \ll M_R \), where the variance of mutual information is small due to spatial averaging) reduces the amount of time-averaging required (i.e., the number of independent fading blocks that the codewords need to span) to stabilize rate at ergodic capacity. The amount of temporal averaging necessary is maximal when \( \sigma^2_T \) is maximal, which happens for \( M_T = M_R \). Our notion of diversity shapes around this phenomenon as a measure of the rate of spatial averaging. We emphasize that our definition of diversity gain differs from that used in [33]. We assume that transmission takes place in pure spatial multiplexing mode and study the impact of the number of transmit and receive antennas on multiplexing and diversity gains. Stabilizing rate at ergodic capacity in the MIMO case requires sufficient averaging over each of the spatial data pipes. Motivated by this observation, we define per-stream diversity order as the metric that captures the rate of spatial averaging on a per-stream basis.

Definitions of Multiplexing Gain and Diversity Gain: Throughout this section, we focus on the high-SNR case. Let us start by defining the multiplexing gain as

\[
m = \lim_{\rho \to \infty} \frac{C}{\log_2 \rho}
\]

which, using (12), yields the intuitive result

\[
m = L
\]

or equivalently, the multiplexing gain is given by the number of parallel spatial data pipes opened up between transmitter and receiver. In order to motivate our definition of diversity gain, let us consider the SIMO case, where \( m = 1 \), and [34]

\[
\sigma^2_T \approx \frac{(\log_2 e)^2}{M_R}.
\]

Thus, the variance of mutual information is inversely proportional to the number of degrees of freedom provided by the channel and can therefore be seen as a measure of the diversity order supported by the channel. Motivated by (39) and the fact that i.i.d. (across space) code books are employed, we define the per-stream diversity order as

\[
d(m) = \frac{(\log_2 e)^2}{\sigma^2_T m}.
\]

Our definition of diversity order generally reflects the notion of the fading channel approaching the AWGN channel as the number of degrees of freedom approaches infinity [35]. In order to see this, note that in the SIMO case, as \( M_R \to \infty \), the variance \( \sigma^2_T \to 0 \), and hence, \( d(1) \to \infty \). In the MIMO case, the behavior of \( \sigma^2_T \) is complicated by the self-interference cancelation penalty across multiplexed streams, i.e., the \( M_R \) receive antennas have to separate the \( M_T \) independent data streams (cancel self interference) as well as provide spatial diversity gain. To see this, we consider the simplified expression for variance in (32). The right-hand side of (32) may be interpreted as the sum of the variances of \( L \) parallel SIMO channels with successively decreasing diversity orders (the maximum diversity order being \( K \) and the minimum being \( L+1 \)). This decrease in diversity order can be attributed to the self-interference cancelation penalty across the multiplexed streams. In order to shed more light on this observation and our definition of diversity order, consider the case \( M_T = 2 \) and \( M_R \geq 2 \). Employing our definitions of multiplexing gain and per-stream diversity order, we obtain \( m = 2 \) and \( d(2) = M_R(2M_R - 2)/(2M_R - 1) < M_R \), which basically tells us that each of the two streams gets a diversity order less than \( M_R \). Recall that in the SIMO case, the diversity order seen by the single data stream was exactly \( M_R \). Now, in the \( M_T = 2 \) case for \( M_R \) large, the self-interference cancelation penalty vanishes, and the per-stream diversity order approaches \( M_R \). This result is intuitively appealing as \( M_R \) becoming large means that the dimensionality of the receive signal space becomes large, and hence, it becomes increasingly easier to separate the two transmitted data streams.

We will next discuss the multiplexing-diversity tradeoff for a general number of antennas. The discussion will be done separately for the i.i.d. and the correlated fading cases.

The i.i.d. Case: Using (32), fixing \( K \), and considering \( L \) variable (to reflect this we use the notation \( d(L) \)), we obtain

\[
d(L) = \frac{L}{L + \frac{d(L-1)}{K-L+1} - 1}.
\]

Now, since

\[
d(L-1) = \left( \frac{1}{L-1} \sum_{j=1}^{L-1} \frac{1}{K-j+1} \right)^{-1}
\]

it follows that

\[
d(L-1) \geq K - L + 2
\]

and hence

\[
\frac{d(L-1)}{K-L+1} > 1
\]

which implies that \( d(L) \) in (40) is a strictly decreasing function of \( L \), which is minimized for every \( L \) if \( K = L \) and hence, \( M_T = M_R \). This result is somewhat surprising since it says that fixing the number of receive antennas \( M_R > M_T \) and increasing \( M_T \) leads to a reduction in the per-stream diversity order. There is a physically appealing interpretation of this phenomenon. As we increase the number of transmit antennas (for fixed \( M_R > M_T \)), we also increase the number of independent data streams that are spatially multiplexed. Thus, the additional degrees of freedom (obtained by increasing the number of transmit antennas) are exploited to increase the throughput.
rather than exploiting them to increase the diversity order. Once the number of transmit antennas becomes larger than the number of receive antennas, the number of parallel spatial data pipes that can be opened up is constrained by the number of receive antennas [cf. (12)], and the transmit antennas in excess of this number are used to increase the diversity order experienced by the independent data streams, thus increasing the per-stream diversity order. We have thus exhibited a fundamental tradeoff between multiplexing and diversity gains. We emphasize that our conclusions are a consequence of the very nature of the transmit signal vector’s statistics (i.i.d. complex Gaussian), which implies a pure spatial multiplexing mode.

Correlated Case: In Section III, we observed a loss in ergodic capacity due to spatial fading correlation. Interestingly, however, in the presence of spatial fading correlation at the receiver only, assuming that \( r(\mathbf{R}) \leq M_T \), in the high-SNR regime, we concluded in (35) that the variance of mutual information decreases compared with that of the i.i.d. channel. This suggests that the per-stream diversity order would increase. Again, this observation has a physically appealing interpretation. High spatial fading correlation amounts to a reduced number of effective receive antennas, thus reducing the effective number of parallel spatial data pipes given by \( r(\mathbf{R}) \) and leading to a higher per-stream diversity order.

VI. CAPACITY OPTIMAL ANTENNA ALLOCATION

The problem addressed in this section is as follows: Given a MIMO system with \( M_T \) transmit and \( M_R \) receive antennas, is it better (from the point of view of maximizing ergodic capacity) to allocate an extra antenna, if available, to the transmitter or to the receiver? Besides being a relevant question in the design of point-to-point MIMO wireless links with fixed total number of antennas to be placed on transmit and receive sides, this problem also offers insight into the SNR-dependent impact of array gain and multiplexing gain on ergodic capacity. We restrict ourselves to the case of i.i.d. Rayleigh flat-fading and denote the ergodic capacity of an \( M_R \times M_T \) system by \( C(M_R, M_T) \). The differential capacity gain obtained by placing an additional antenna at the receiver rather than at the transmitter is hence given by

\[
\delta C(r \rightarrow t) = C(M_R + 1, M_T) - C(M_R, M_T + 1).
\]

We now examine the behavior of \( \delta C(r \rightarrow t) \) in the cases of high and low SNR, respectively.

High-SNR Case: In the following, we will use the high-SNR ergodic capacity approximation (12) for \( C(M_R, M_T) \). Our discussion is organized into three different cases.

Case 1) \( M_T > M_R \)

\[
\delta C(r \rightarrow t) = \log_2 \frac{\rho}{M_T} - M_T \log_2 \frac{M_T}{M_T + 1} + \frac{1}{\ln 2} \left( \sum_{j=1}^{M_T-1} \frac{1}{M_T + 1 - j} - \sum_{j=1}^{M_T} \frac{1}{M_T + 1 - j} \right) \tag{41}
\]

which is positive if

\[
\rho > \frac{M_T}{(M_T + 1)^{M_T}} \exp \left( \sum_{j=2}^{M_T} \frac{1}{j} + \gamma \right), \tag{42}
\]

Hence, provided that \( \rho \) is sufficiently large, it is better to place an additional transmit antenna at the transmitter rather than at the receiver, despite the fact that array gain can be realized only at the receive side. Adding an additional transmit antenna increases the spatial multiplexing gain by one. For a system with, e.g., \( M_T = 4 \) and \( M_R = 5 \), the required SNR to satisfy (42) is 18.95 dB. In Case 1, the required SNR was smaller, which is due to the fact that adding an antenna at the receiver also provides array gain.

We note that using the results presented above, it is easy to verify that in the high-SNR case for a total of \( 2N \) antennas, a system with \( N \) antennas each at the transmitter and receiver (square system) maximizes ergodic capacity. On the other hand, for a total of \( 2N + 1 \) antennas, a system with \( N \) antennas at the transmitter and \( N + 1 \) antennas at the receiver maximizes ergodic capacity. Again, this is due to the receiver’s ability to realize array gain. We note that [36] reports similar conclusions for the number of transmit and receive antennas to use in the high-SNR regime based on an asymptotic capacity analysis.
Low-SNR Case: In the low-SNR regime, we employ the lower bound (25), along with the approximation $\log_2(1 + x) \approx (\log_2 e)x$ that is valid for small $x$ to obtain

$$C(M_R, M_T) \approx \frac{\rho}{M_T} \exp \left( \sum_{p=1}^{M_T} \frac{1}{p - \gamma} \right).$$

Thus, the differential capacity gain $\delta C(r \to t)$ is given by

$$\delta C(r \to t) = \left( \frac{\rho \log_2 e}{M_T} \exp \left( \sum_{p=1}^{M_T(M_T+1)-1} \frac{1}{p - \gamma} \right) \right) - \left( \frac{\rho \log_2 e}{M_T + 1} \exp \left( \sum_{p=1}^{M_T} \frac{1}{p - \gamma} \right) \right). \quad (45)$$

Simple manipulations reveal that (45) is positive for all $M_T, M_R$ values, showing that in the low-SNR regime all available extra antennas should be placed at the receive side to maximize ergodic capacity. This result is intuitive since in the low-SNR regime, there is no spatial multiplexing gain and capacity optimizing configurations must therefore follow an array gain maximization strategy.

Numerical Example 7 (Empirical Selection of Ergodic Capacity Maximizing $M_T$ and $M_R$): In this example, we corroborate the validity of our analytical results on ergodic capacity maximizing allocation of antennas. In Fig. 8, we plot the empirically determined (through Monte Carlo methods) normalized (such that the highest capacity achieved at a given value of $\rho$ is 1 bps/Hz) ergodic capacity as a function of $M_T$ with total number of transmit and receive antennas fixed at 10 [see Fig. 8(a)] and 11 [see Fig. 8(b)]. We observe that as $\rho$ increases, the optimum $(M_T, M_R)$ point shifts toward higher $M_T$ favoring spatial multiplexing gain over array gain to maximize ergodic capacity and finally stabilizes at $M_T = 5$ (maximum possible spatial multiplexing gain in both cases is 5) in the case of high SNR. These results match our findings for the cases of low SNR (maximize array gain) and high SNR (maximize multiplexing gain). The intermediate SNR values place the optimal $(M_T, M_R)$ operating point somewhere in between the two extremes. We have therefore revealed a tradeoff between array gain and spatial multiplexing gain dictated by the SNR level.

VII. CONCLUSIONS

In this paper, we derived tight closed-form lower bounds on ergodic and outage capacities of spatial multiplexing over spatially correlated (frequency-selective) MIMO Rayleigh fading channels. We demonstrated that our bounds are tighter than previously known analytical bounds. Furthermore, we derived an analytical approximation of the variance of multiplexing-diversity tradeoff for correlated flat-fading MIMO channels when Gaussian code books are used. Finally, for a fixed total number of antennas, we studied ergodic capacity maximizing antenna allocation strategies and revealed the SNR-dependent impact of array gain and multiplexing gain on ergodic capacity.
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