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Abstract—The goal of this paper is to assess the impact of real-world propagation conditions on the maximum achievable diversity performance of communication over Ricean multiple-input multiple-output (MIMO) channels. To this end, we examine a MIMO channel employing orthogonal space–time block codes (OSTBCs) and study the diversity behavior of the resulting effective single-input single-output (SISO) channel. The performance criteria employed are symbol error rate, outage capacity, and wideband spectral efficiency. For general propagation conditions, we establish key quantities that determine performance irrespective of the performance criterion used. Furthermore, we discuss the relation between the notion of diversity order related to the slope of the average error probability versus signal-to-noise ratio (SNR) curve and diversity order related to the slope of the outage probability versus SNR curve. For Ricean fading MIMO channels, we demonstrate the existence of an SNR-dependent critical rate \( R_{\text{crit}} \), below which signaling with zero outage is possible and, hence, the fading channel behaves like an additive white Gaussian noise (AWGN) channel. For SISO channels, \( R_{\text{crit}} \) is always zero. In the MIMO case, \( R_{\text{crit}} \) is a simple function of the angle between the vectorized Ricean component of the channel and the subspace spanned by the vectorized Rayleigh fading component.
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I. INTRODUCTION

Wireless links are impaired by random fluctuations in signal level known as fading. Diversity provides the receiver with multiple (ideally independent) replicas of the transmitted signal and is therefore a powerful means to combat fading. Space–time codes [1]–[4] are capable of extracting spatial diversity gain in systems employing multiple antennas at the transmitter and receiver (multiple-input multiple-output (MIMO) systems) without requiring channel knowledge in the transmitter. Orthogonal space–time block codes (OSTBCs) [3], [4] are particularly attractive since they yield maximum spatial diversity gain and, at the same time, decouple the vector detection problem into scalar detection problems, thereby significantly reducing decoding complexity (at the expense of spatial transmission rate).

The performance of any space–time coding scheme depends strongly on the MIMO channel statistics, which, in turn, depend on antenna characteristics, height and spacing, and scattering richness. The classical independent identically distributed (i.i.d.) Rayleigh frequency-flat fading MIMO channel model [2] assumes that the elements of the matrix channel are i.i.d. zero-mean circularly symmetric complex Gaussian distributed. Measurements reveal, however, that, in practice, the MIMO channel deviates significantly from this idealistic behavior [5]. In this paper, we consider a general MIMO channel model that allows Rayleigh or Ricean fading and arbitrary scalar channel gains and correlation between matrix elements.

A. Contributions

The goal of this paper is to assess the impact of real-world propagation conditions on maximum achievable diversity performance in MIMO channels. OSTBCs convert the MIMO channel into a single-input single-output (SISO) channel with the effective channel gain given by the square-root of the sum of the squared magnitudes of the complex-valued scalar subchannel gains [4]. All the degrees of freedom in the channel are utilized to realize diversity gain, and the multiplexing gain [6] equals 1. The ultimate diversity performance of a general MIMO channel can therefore be assessed by studying the performance limits of the effective SISO channel resulting from the application of OSTBCs. Commonly used performance measures in fading channels are outage capacity [7], average symbol error rate [8], and wideband spectral efficiency [9]. The detailed contributions reported in this paper can be summarized as follows.

1) We quantify analytically the impact of Ricean fading, spatial fading correlation, and channel gain imbalance on outage capacity, average symbol error rate, and wideband spectral efficiency and establish key quantities (as a function of the propagation parameters) determining performance, irrespective of the performance criterion used.
2) We exhibit and quantify the critical performance determining role played by the angle between the vectorized Ricean component and the range space of the fading correlation matrix pertaining to the Rayleigh component of the channel.
3) For Ricean channels, we demonstrate the existence of a critical rate, below which signaling with zero outage is possible, or, equivalently, the channel behaves like an additive white Gaussian noise (AWGN) channel. For fading SISO channels, this critical rate is always zero. In the
MIMO case, the critical rate is a simple function of the angle between the vectorized Ricean component and the range space of the correlation matrix corresponding to the Rayleigh component. Moreover, we show that for a fixed transmission rate, channels with nonzero critical rate have a diversity order of $\infty$, whereas in the case of the critical rate being equal to zero, the diversity order is given by the rank of the fading correlation matrix.

4) We demonstrate that the notions of diversity order related to the slope of the error probability versus signal-to-noise ratio (SNR) curve, and diversity order related to the slope of the outage probability versus SNR curve yield equivalent results.

5) Finally, we provide analytical expressions for outage probability (as a function of the propagation parameters), which lend themselves to efficient numerical evaluation.

B. Relation to Previous Work

We note that the effective channel for OSTBCs resembles the effective channel obtained for maximum ratio combining (MRC) [10], [11], the performance of which has been studied extensively [11]–[14]. Noting that Ricean fading is a special case of Nakagami-$q$, the results in [11]–[13] can be used to compute (numerically) the outage probability of OSTBCs under Ricean fading. In this paper, we provide alternative power and Laguerre series-based expressions for the outage probability of OSTBCs under Ricean fading. In particular, the power series expansion allows us to characterize the outage performance analytically.

Previously, the equivalence of diversity characterization through average and outage error rate performance for a broader class of fading channels (Nakagami-$q$, $n$, $m$ distributions) with finite code books has been demonstrated in [14]. We show that the same equivalence result is obtained in Ricean channels through an average symbol error rate and outage probability [packet error rate (PER)] analysis assuming Gaussian code books in the latter case.

The performance of space–time codes under correlated Rayleigh fading and Ricean fading has been studied in [2] and [15]–[21]. The impact of propagation conditions on the wideband spectral efficiency of MIMO channels has been studied previously in [22]. Compared to [2] and [15]–[22], our analysis reveals the critical performance determining role of the angle between the vectorized Ricean component and the range space of the correlation matrix associated with the Rayleigh fading component. Moreover, our results establish the presence of a previously unknown critical transmission rate, below which a Ricean MIMO channel (in conjunction with an OSTBC) behaves like an AWGN channel, and above which it appears as Rayleigh fading.

C. Notation

The superscripts $^T$, $^H$, $^*$ stand for transposition, conjugate transposition, and elementwise conjugation, respectively. $E\{\cdot\}$ denotes the expectation operator. $\mathbf{0}_{m,n}$ stands for the $m \times n$ all-zeros matrix. $\mathbf{I}_m$ is the $m \times m$ identity matrix. $\text{Tr} (\mathbf{A})$, $\|\mathbf{A}\|_F = \sqrt{\text{Tr}(\mathbf{A}^H \mathbf{A})}$, $r(\mathbf{A})$, $\mathcal{R}(\mathbf{A})$, $\mathcal{N}(\mathbf{A})$, and $\mathbf{A}^\dagger$ denote the trace, Frobenius norm, rank, range space, null space, and pseudo-inverse, respectively, of the matrix $\mathbf{A}$. $\mathcal{N}(\mathbf{A})$ and $\mathcal{Z}(\mathbf{A})$ stand for the real and imaginary parts of $\mathbf{A}$, respectively. $|a|$ denotes the Euclidean norm of the vector $a$. For an $m \times n$ matrix $\mathbf{A} = [a_1 \ a_2 \ \ldots \ a_n]^T$, we define the $mn \times 1$ vector $\text{vec}(\mathbf{A}) = [a_1^T \ a_2^T \ \ldots \ a_n^T]^T$. $u(y)$ denotes the unit-step function defined as $u(y) = 1$ for $y \geq 0$ and 0 otherwise. A circularly symmetric complex Gaussian random variable is a random variable $Z = X + jY \sim \mathcal{CN}(0, \sigma^2)$, where $X$ and $Y$ are i.i.d. $\mathcal{N}(0, \sigma^2/2)$. Unless specified otherwise, all logarithms are to the base 2.

D. Organization of the Paper

The remainder of this paper is organized as follows. In Section II, we present the general MIMO channel model, the associated signal model, and a simplified channel model used in our simulation examples. In Section III, we discuss the different performance criteria analyzed in the paper. In Section IV, we provide the power series and Laguerre series expansions for the cumulative distribution function (cdf) of the squared Frobenius norm of the MIMO channel matrix. In Sections V, VI, and VII, we study the impact of propagation conditions on OSTBC average symbol error rate, outage capacity, and wideband spectral efficiency, respectively. We conclude in Section VIII.

II. MIMO CHANNEL AND SIGNAL MODEL

In this section, we introduce the MIMO channel model used throughout this paper, followed by a brief description of the signal model for OSTBCs.

A. General MIMO Channel Model

We consider a frequency-flat fading MIMO channel with $M_T$ transmit and $M_R$ receive antennas. The corresponding $M_R \times M_T$ random channel matrix $\mathbf{H} = \tilde{\mathbf{H}} + \mathbf{H}$ is decomposed into the sum of a fixed [possibly line-of-sight (LOS)] component $\tilde{\mathbf{H}} = E\{\mathbf{H}\}$ and a variable (or scattered) component $\mathbf{H}$. In the case of pure Rayleigh fading, $\mathbf{H} = \mathbf{0}_{M_R \times M_T}$, whereas in the case of Ricean fading, $\bar{\mathbf{H}} \neq \mathbf{0}_{M_R \times M_T}$. Throughout the remainder of this paper, we let $N = M_T M_R$ and apply the channel power normalization $E\{|H|^2\} = E\{|\tilde{H}|^2\} + E\{|H|^2\} \leq N$. Furthermore, we assume that the channel is block fading [23] so that $\mathbf{H}$ remains constant over $T \geq M_T$ symbol periods and changes in an independent fashion from block to block. The elements of $\mathbf{H}$ are circularly symmetric complex Gaussian random variables. With large antenna spacing, rich scattering in the propagation environment, and all antenna elements employing identical polarization, the scalar subchannels of $\tilde{\mathbf{H}}$ can, furthermore, be assumed i.i.d. In practice, however, these conditions are hardly met so that the elements of $\tilde{\mathbf{H}}$ will be correlated with possibly different variances resulting from power/gain imbalance and/or the use of different antenna polarizations. Defining $\tilde{\mathbf{h}} = \text{vec}(\tilde{\mathbf{H}})$, the statistics of $\tilde{\mathbf{H}}$ are characterized by the $N \times N$ correlation matrix $\mathbf{R} = E\{\tilde{\mathbf{h}} \tilde{\mathbf{h}}^H\}$ with eigen-decomposition $\mathbf{R} = \Sigma \Sigma^H$, where $\Sigma = \text{diag}(\sigma_j)_{j=1}^N$ with the ordering $\sigma_j \geq \sigma_{j+1}$ ($j = 1, 2, \ldots, N - 1$). Furthermore, we set
h = vec(H) and ˜h = vec( ˜H). Note that ˜h and R completely characterize the statistics of the Ricean MIMO channel. We finally note that the classical i.i.d. Rayleigh fading MIMO channel is recovered for ˜h = 0 and R = I_N.

B. Signal Model

The input–output relation is given by

\[ y = \sqrt{\frac{E_s}{M_T}} H s + n \]

where y denotes the M_T × 1 received signal vector, E_s is the total average energy available at the transmitter over a symbol period, s is the M_T × 1 transmit signal vector, and n is M_T × 1 spatiotemporally white noise with \( \mathcal{E}\{nn^H\} = N_0 I_{M_T} \). We impose the transmit power constraint \( \text{Tr}(\mathcal{E}\{ss^H\}) = M_T \). Throughout the paper, we assume that the channel matrix H is unknown at the transmitter and perfectly known at the receiver. Finally, we note that the use of OSTBCs combined with appropriate processing at the receiver [4] turns the matrix channel H into an effective SISO channel with input–output relation

\[ y = \sqrt{\frac{E_s}{M_T}} \|H\|_F s + n \]

where y denotes the scalar processed received signal, s is the scalar transmitted signal, and n is CN(0, N_0) white noise. We note that the results in this paper are not restricted to OSTBCs but apply more generally to any scheme resulting in the signal model (1). Examples of such schemes include MRC in a single-input multiple-output (SIMO) channel or RAKE reception in a code division multiple access (CDMA) channel with intersymbol interference (ISI).

C. Simplified Channel Model for Simulation Examples

For the sake of simplicity, in the simulation examples presented in the remainder of the paper, we limit the number of variable channel parameters and consider a system with two transmit and one or two receive antennas. The fixed and variable channel components are given by

\[ H = \sqrt{\frac{K}{1+K}} \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \quad \tilde{H} = \sqrt{1 + \frac{1}{K}} \begin{bmatrix} \tilde{g}_{1,1} & \tilde{g}_{1,2} \\ \tilde{g}_{2,1} & \tilde{g}_{2,2} \end{bmatrix} \]

where K ≥ 0 denotes the Ricean K-factor [24]. Furthermore, we define the following correlation coefficients

\[ t = \frac{\mathcal{E}\{\tilde{g}_{1,1}\tilde{g}_{1,2}\}}{\sqrt{\mathcal{E}\{\tilde{g}_{1,1}\}^2 \mathcal{E}\{\tilde{g}_{1,2}\}^2}} = \frac{\mathcal{E}\{\tilde{g}_{2,1}\tilde{g}_{2,2}\}}{\sqrt{\mathcal{E}\{\tilde{g}_{2,1}\}^2 \mathcal{E}\{\tilde{g}_{2,2}\}^2}} \]

\[ r = \frac{\mathcal{E}\{\tilde{g}_{1,1}\tilde{g}_{2,1}\}}{\sqrt{\mathcal{E}\{\tilde{g}_{1,1}\}^2 \mathcal{E}\{\tilde{g}_{2,1}\}^2}} = \frac{\mathcal{E}\{\tilde{g}_{1,2}\tilde{g}_{2,2}\}}{\sqrt{\mathcal{E}\{\tilde{g}_{1,2}\}^2 \mathcal{E}\{\tilde{g}_{2,2}\}^2}} \]

where t and r will be referred to as the transmit and receive correlation coefficients, respectively. Measurements have shown [5] that the correlation between the diagonal elements \( \tilde{g}_{1,1} \) and \( \tilde{g}_{2,2} \), and the antidiagonal elements \( \tilde{g}_{1,2} \) and \( \tilde{g}_{2,1} \), is typically very small compared to t and r. In the simplified channel model, we shall therefore assume that \( \mathcal{E}\{\tilde{g}_{1,1}\tilde{g}_{1,2}\} = \mathcal{E}\{\tilde{g}_{1,2}\tilde{g}_{2,1}\} = 0 \). Note that the simplified correlation model is equivalent to the Kronecker correlation model in [16], [25], [26] if rt is small. Furthermore, unless specified otherwise, we set \( \mathcal{E}\{\tilde{g}_{i,j}\}^2 = 1(i, j = 1, 2) \). When simulating a channel with a single receive antenna, we consider the two-input one-output channel corresponding to only the first row of the matrix \( H = \tilde{H} + \tilde{H} \), with \( \tilde{H} \) and \( \tilde{H} \) as defined in (2).

We finally emphasize that the analytical results presented in this paper hold for the general MIMO channel model described in Section II-A. The simplified channel model introduced in this subsection will be employed in our simulation examples only.

III. PERFORMANCE CRITERIA

The performance limits of communication over fading channels are often quantified through average symbol error rate, outage capacity, and wideband spectral efficiency. In the following, we briefly describe these criteria and introduce the definitions used subsequently.

A. Uncoded Average Symbol Error Rate

Assuming quadrature amplitude modulation (QAM), the probability of (uncoded) symbol error for a given channel realization H can be approximated by [27], [28]

\[ P_e = \overline{N}_e Q(\sqrt{\frac{\rho d_{\text{min}}^2}{2M_T}} \|H\|_F^2) \]

where \( \rho = E_s/N_0 \) denotes the SNR and \( \overline{N}_e \) and \( d_{\text{min}} \) stand for the average number of nearest neighbors and the minimum distance of separation of the underlying constellation, respectively. Applying the Chernoff bound \( Q(x) \leq \exp(-x^2/2) \) to (3), we get

\[ P_e \leq \overline{N}_e e^{-\frac{\rho d_{\text{min}}^2}{2M_T} \|H\|_F^2} \]

Consequently, the average (over the channel H) uncoded symbol error rate \( \overline{P}_e = \mathcal{E}\{P_e\} \) can be upper bounded as

\[ \overline{P}_e \leq \overline{N}_e \psi(\eta \rho) \]

where \( \eta = d_{\text{min}}^2/(4M_T) \) is a constellation-specific constant and \( \psi(s) = \mathcal{E}\{\exp(-s\|H\|_F^2)\} \) is the moment-generating function (MGF) of \( \|H\|_F^2 \). Traditionally, the diversity order offered by a fading channel is defined as the magnitude of the high-SNR slope of average error probability as a function of SNR (on a log–log scale) [8], [29]. Based on this concept, the maximum achievable diversity order over a general MIMO channel (i.e., the diversity order achieved by OSTBCs) is given by

\[ d_E = -\lim_{\rho \to \infty} \frac{\log \overline{P}_e}{\log \rho} \geq -\lim_{\rho \to \infty} \frac{\log \psi(\eta \rho)}{\log \rho} \]
where the subscript $E$ in $d_E$ relates to the average error probability. Since the Chernoff bound is tight for high SNR [29], we can take [2]

$$d_E = - \lim_{\rho \to \infty} \log \psi(\eta \rho) \over \log \rho.$$  (5)

### B. Outage Capacity

By virtue of the scalar nature of the effective channel induced by OSTBCs [cf. (1)], assuming a scalar Gaussian code book, the corresponding mutual information is given by [30]

$$I = r_c \log \left(1 + \frac{\rho}{M_T} \|H\|_F^2\right) \text{bps/Hz}$$

where $r_c \leq 1$ denotes the spatial rate of the space–time block code as defined in [4].

Since $H$ is random, the mutual information $I$ will be a random variable. The outage probability corresponding to transmission rate $R$ is defined as $P_{\text{out}}(R) = P(I \leq R)$ [7], [23]. Equivalently, one can characterize the outage probability by specifying the $q$% outage capacity $C_{\text{out}}(q\%)$ as the capacity that is guaranteed for $(100 - q)\%$ of the channel realizations, i.e., $P(I \leq C_{\text{out}}(q\%)) = q\%$. Outage capacity is relevant when the length of the transmitted (temporal) codeword is restricted to be less than or equal to the fading block length. We can see that calculating the outage probability or outage capacity requires knowledge of the cdf of the random variable $I$. Denoting the cdf of $\|H\|_F^2$ as $F(y)$, we have

$$P_{\text{out}}(R) = F \left( \frac{2^\frac{R}{\eta} - 1}{\rho} M_T \right)$$

and

$$C_{\text{out}}(q\%) = r_c \log \left( \frac{\rho}{M_T} F^{-1}(q\%) + 1 \right).$$

For the case where codewords span only one fading block, the outage probability can be related to PER as follows. Suppose we fix a transmission rate $R$. Since the channel is drawn randomly according to a given fading distribution, there will always be a nonzero probability that the mutual information corresponding to a given channel realization falls below $R$ (no matter how small $R$ is). Assuming that the transmitted codeword (packet) is decoded successfully if $R$ is less than the mutual information of the given channel realization and declaring a decoding error otherwise, the outage probability equals the PER. This leads to the notion of a rate-dependent diversity order as defined in [31]

$$d_\Omega(R) = - \lim_{\rho \to \infty} \log P_{\text{out}}(R) \over \log \rho$$

where the subscript $\Omega$ in $d_\Omega(R)$ indicates that this definition relates to outage probability. Clearly, the statistics of $\|H\|_F^2$ (which, in turn, depend on the channel conditions) will have a significant influence on the PER and, hence, the (rate-dependent) diversity order.

We finally note that in contrast to $d_E$, the quantity $d_\Omega(R)$ explicitly reflects the dependence of achievable diversity order on transmission rate $R$. Moreover, $d_\Omega(R)$ is relevant for Gaussian code books, whereas $d_E$ pertains to finite code books. Since both definitions are frequently used in the literature, we will study the impact of propagation conditions on diversity order through an analysis of both $d_E$ and $d_\Omega(R)$ and discuss the relation between the two quantities.

### C. Spectral Efficiency in the Wideband Regime

A third frequently used measure to describe the severity of random fluctuations in the fading channel relates to the spectral efficiency in the wideband regime [9]. Assuming that the fading process is ergodic and coding can be performed over an infinite number of independently fading blocks, the spectral efficiency achieved by OSTBCs is given by

$$C(\rho) = r_c E \left\{ \log \left(1 + \frac{\rho}{M_T} \|H\|_F^2\right) \right\} \text{bps/Hz}$$  (7)

where the expectation is taken with respect to the random channel $H$. It is important to note that the use of OSTBCs can result in a considerable loss in spectral efficiency (compared to the true MIMO capacity). However, OSTBCs will perform well 1) in the very low-SNR regime (i.e., $\rho \ll 1$) or 2) if the random MIMO channel has rank 1 with probability 1 (such as the pin-hole channel [26]). Following [9], we define $E_b/N_0 = \rho/C(\rho)$ as the SNR per information bit and $(E_b/N_0)_{\text{min}}$ as the minimum $E_b/N_0$ required to sustain error-free communication. It is shown in [9, Th. 1] that $(E_b/N_0)_{\text{min}} = \ln 2/C(0)$ where $C(\cdot)$ denotes the derivative of $C(\rho)$ in nats/s/Hz. It now follows that $C(0) = (r_c M_T) \mu$ with $\mu = E\{\|H\|_F^2\}$. Invoking the power constraint $\rho \leq N = M_T M_R$, we obtain $(E_b/N_0)_{\text{min}} \geq \ln 2/(r_c M_R)$, which reflects the fact that adding receive antennas reduces $(E_b/N_0)_{\text{min}}$ due to receive array gain [6]. Since the channel is unknown to the transmitter, no transmit array gain can be realized.

The quantity we are interested in is the slope of the spectral efficiency as a function of $E_b/N_0$ (in bits per second per hertz per 3 dB) at $(E_b/N_0)_{\text{min}}$ (i.e., the wideband slope). Applying [9, Th. 9] to (7), this slope is obtained as

$$S = \frac{2r_c}{\kappa}$$  (8)

where $\kappa = E\{\|H\|_F^2\}/(E\{\|H\|_F^2\})^2$ is the kurtosis of $\|H\|_F^2$. Denoting the standard deviation of $\|H\|_F^2$ by $\sigma = (E\{\|H\|_F^2\} - (E\{\|H\|_F^2\})^2)^{1/2}$, it is easily seen that

$$\kappa = AF + 1$$  (9)

where $AF = (\sigma/\mu)^2$ denotes the amount of fading as defined in [11] and [32]. The amount of fading is a widely used measure for quantifying the severity of random fluctuations in fading channels.

---

1. $F^{-1}(y)$ denotes the inverse function of $F(y)$.

2. OSTBCs are, in fact, capacity optimal for rank-1 MIMO channels if $r_c = 1$. 

---
We conclude this section by noting that kurtosis is a measure of the peakiness of a distribution (or, equivalently, the randomness of the underlying random variable). The minimum value of kurtosis is 1, which is achieved if and only if the random variable is deterministic. As a consequence of these observations, we have

\[ S \leq 2r_c \]

with the upper bound being achieved if and only if the channel is AWGN. The wideband slope (8) can therefore be interpreted as a measure of the deviation of the fading channel from an AWGN channel. We finally note that the wideband slope for the MIMO channel \( S_{\text{MIMO}} \) is lower bounded by the corresponding wideband slope for OSTBCs with \( r_c = 1 \), i.e., \( S_{\text{MIMO}} \geq 2/\kappa \), where \( \kappa \) is defined in (8).

IV. DERIVATION OF THE CDF OF \( ||\mathbf{H}||_F^2 \)

In the previous section, we have seen that specification of the diversity performance through average uncoded symbol error rate or PER requires computation of the MGF \( \psi(s) \) and the cdf \( F(y) \) of \( ||\mathbf{H}||_F^2 \), respectively. Modifying the approach described in [33] to apply to the complex-valued case, we derive a closed-form expression for \( \psi(s) \) in the Appendix (cf. (22)), based on which, again suitably modifying the approach in [33], we then find a power series expansion (cf. (24)) and a Laguerre series expansion (cf. (25)) for \( F(y) \). We hasten to add that the results presented in the Appendix follow from a simple generalization of the approach reported in [33]. We have therefore restricted our exposition to providing only the key steps in the derivations. We note that an alternative series expansion for \( F(y) \) has been presented in [34]. The resulting expressions for \( F(y) \) in [34] are, in general, complicated and amenable to analytical studies only in certain special cases [35].

The convergence properties of the power series expansion in the low-outage regime allow us to analytically characterize PER-based diversity performance with relative ease. As noted in [33], the Laguerre series expansion on the other hand shows better convergence over a wider range of \( y \). Generally, we observed that for \( y \leq 2 \), the power series converges faster than the Laguerre series. In the remainder of this paper, we will use the power series expansion of \( F(y) \) for analytical studies of the impact of the propagation conditions on the outage probability (or, equivalently, PER) in the low-outage regime. The Laguerre series expansion has been provided to allow numerical computation of the PER over a wide range of outage rates. We finally note that the truncation analysis in [36] can readily be extended to the complex-valued case to derive bounds on the residual error associated with summing a finite number of terms in the power and Laguerre series expansions. Moreover, denoting the truncation error that results from using only the first term (corresponding to \( k = 0 \)) in the power series expansion (24) as \( \varepsilon \), it follows from [36, eq. (121)] that \( E(\varepsilon) \propto y^{r(R)+1}e^{y/c} (\text{with } c \text{ arbitrarily chosen to satisfy } 0 < c < \sigma_{e(R)}) \), and, hence, \( \lim_{y \to 0} E(\varepsilon) = 0 \).

A. Numerical Example 1

This example is designed to demonstrate the difference in the convergence behavior of the power series and Laguerre series expansions of \( F(y) \). In the following, \( F_{\text{E}}(y) \) and \( F_{\text{A}}(y) \) denote the empirically (through Monte Carlo methods) obtained cdf and the analytical cdf [obtained from (24) or (25)] of \( ||\mathbf{H}||_F^2 \), respectively. We define the mean square error (MSE) between \( F_{\text{E}}(y) \) and \( F_{\text{A}}(y) \) as MSE = \( (1/M) \sum_{i=1}^M \left| F_{\text{E}}(y_i) - F_{\text{A}}(y_i) \right|^2 \) with \( M \) uniformly spaced data points \( y_i (i = 1, 2, \ldots, M) \) in the interval under consideration. For \( M = 1000 \), Fig. 1 shows the MSE as a function of the number of terms summed in the power and Laguerre (\( \beta = 1 \)) series expansions, respectively, of \( F(y)(0 \leq y \leq 8) \) for a channel with \( K = 2 \), \( r = 0.1 \), and \( t = 0.2 \) (cf. simplified channel model described in Section II-C). It is clearly seen that for a given MSE, the Laguerre series expansion requires significantly fewer terms than the power series expansion. The error floors in Fig. 1 can be attributed to the fact that beyond a certain number of terms in the series expansion, the error in empirical estimation of \( F(y) \) dominates.

We shall next demonstrate the superiority of the power series expansion over the Laguerre series expansion for small values of \( y \). For the same channel as in Fig. 1, Fig. 2 shows the empirically obtained cdf (through Monte Carlo methods) of \( ||\mathbf{H}||_F^2 \) along with the power series expansion (24) of \( F(y) \), calculated using the first term in the series expansion, and the Laguerre series expansion (25) of \( F(y) \), calculated using the first and the first ten terms, respectively. The figure clearly shows that for small \( y \), using the first term in the power series expansion (24) yields an excellent approximation of \( F(y) \).

V. UNCODED AVERAGE SYMBOL ERROR RATE PERFORMANCE

In this section, combining (4) and the expression for the MGF of \( ||\mathbf{H}||_F^2 \) derived in the Appendix, we shall quantify the impact of the propagation conditions on \( \mathcal{P}_e \) as well as the related definition of diversity order \( d_{\text{E}} \) given in (5). We start by inserting (22) into (4) and taking the logarithm of both sides to obtain

\[
\log \mathcal{P}_e \leq \log N_e - \eta \rho ||\mathbf{H}||_F^2 \\
+ \sum_{j=1}^{r(R)} \left( \frac{\eta\rho|b_j|^2}{1 + \eta\rho\sigma_j} \right) - \sum_{j=1}^{r(R)} \log(1 + \eta\rho\sigma_j). \quad (11)
\]

Using (5) and setting \( \delta = ||\mathbf{H}||_F^2 - \sum_{j=1}^{r(R)} (|b_j|^2/\sigma_j) \), it now follows that

\[
d_{\text{E}} = \lim_{\rho \to \infty} \left( \frac{\eta\rho}{\log \rho} \right) + r(R) \quad (12)
\]

which, upon application of L’Hospital’s rule, yields

\[
d_{\text{E}} = \begin{cases} \infty, & \delta > 0 \\ r(R), & \delta = 0. \end{cases} \quad (13)
\]
Fig. 1. Comparison of the convergence properties of the Laguerre series and the power series expansions of $F(y)$. The superior convergence property of the Laguerre series expansion is evident.

Fig. 2. Comparison of the approximation properties of the Laguerre series and the power series expansions of $F(y)$ for small $y$. The power series expansion exhibits superior numerical properties.

The case $\delta < 0$ is excluded since

$$
\delta = \mathbf{E}^H \mathbf{U} \begin{pmatrix}
0_{r(R),r(R)} & 0_{r(R),N-r(R)} \\
0_{N-r(R),r(R)} & I_{N-r(R)}
\end{pmatrix} \mathbf{U}^H \mathbf{H} \geq 0. \quad (14)
$$

Note that $\mathbf{U} \mathbf{A} \mathbf{U}^H = \mathbf{I}_N - \mathbf{R}(\mathbf{R}^H \mathbf{R})^{-1} \mathbf{R}^H$, and, hence, $\delta$ may be interpreted as the squared Euclidean norm of the projection of $\mathbf{H}$ onto $\mathcal{N}(\mathbf{R})$. Recalling that $\mathbf{U}$ contains the eigenvectors of $\mathbf{R}$, it follows that $\mathbf{U} \mathbf{A}$ spans $\mathcal{N}(\mathbf{R})$, while $\mathbf{U} (\mathbf{I}_N - \mathbf{A})$ spans $\mathcal{R}(\mathbf{R})$. We can now conclude that equality in (14) is achieved in either of the following cases: 1) $\overline{\mathbf{H}} \neq \mathbf{0}_{N,1}$ and $r(\mathbf{R}) = N$; 2) $\overline{\mathbf{H}} = \mathbf{0}_{N,1}$ and $\mathbf{R}$ arbitrary; or 3) $\overline{\mathbf{H}} \neq \mathbf{0}_{N,1}$, $r(\mathbf{R}) < N$, and $\mathbf{H}$ lies completely in $\mathcal{R}(\mathbf{R})$. This immediately implies that in the case of pure Rayleigh fading (i.e., $\overline{\mathbf{H}} = \mathbf{0}_{N,1}$), the diversity order is given by $d_E = r(\mathbf{R})$. In the Ricean case, the situation is more complicated as both $d_E = \infty$ and $d_E = r(\mathbf{R})$ are possible. If the vector $\overline{\mathbf{H}}$ lies entirely in $\mathcal{R}(\mathbf{R})$, equality in (14) is achieved and $d_E = r(\mathbf{R})$. If $\overline{\mathbf{H}}$ has nonzero components in $\mathcal{N}(\mathbf{R})$, we have $\delta > 0$ and, consequently, $d_E = \infty$. This result has a nice physical interpretation: Let us start by investigating
depends on our result above for the SISO case, the diversity order is with the SISO case where

\[ \angle(\bar{h}, \mathcal{R}(R)) \]

Fig. 3. Schematic illustrating the impact of the Hermitian angle between \( \bar{h} \) and \( \mathcal{R}(R) \) on diversity order. If the Hermitian angle is nonzero, at least one of the \( M_R M_T \) vectorized channel dimensions does not experience fading and the channel is effectively AWGN.

the SISO case where \( h = \bar{h} + \tilde{h} \) and (14) reduces to

\[ \delta = |\gamma| \|\bar{h}\|^2 \]

with

\[ \gamma = \begin{cases} 0, & K < \infty \\ 1, & K = \infty \end{cases} \]

where \( K = |\bar{h}|^2 / \mathcal{E}\{ |\tilde{h}|^2 \} \) denotes the \( K \)-factor of the SISO channel. Employing (13), we can immediately conclude that \( d_E = 1 \) for \( K < \infty \) and \( d_E = \infty \) if \( K = \infty \). Equivalently, this result says that the diversity order equals 1 as long as there is a Rayleigh fading component in the channel and the diversity order becomes \( \infty \) for an AWGN channel.

We are now in a position to generalize this discussion to arbitrary MIMO channels with \( N = M_T M_R \). The realizations of the \( N \)-dimensional vector \( h = \bar{h} + \tilde{h} \) span a subspace that depends on \( \bar{h} \) and the subspace spanned by the realizations of \( \tilde{h} \) and, hence, specified by \( R \). Now, in the case where \( \bar{h} \) lies entirely in the range space of \( R \) (and, hence, the subspace spanned by the realizations of \( \tilde{h} \)), all the dimensions “excited” by \( h \) will have a Rayleigh fading component so that, using our result above for the SISO case, the diversity order is simply the number of dimensions excited by \( h \), or, equivalently, \( d_E = r(R) \). In the case where the projection of \( \bar{h} \) onto \( \mathcal{N}(R) \) is nonzero, we have at least one dimension that is purely AWGN and, hence, by (13), we get \( d_E = \infty \). With the projection of \( \bar{h} \) onto \( \mathcal{R}(R) \) given by

\[ p_\perp(\bar{h}, R) = R(R^H R)^{-1} R^H \bar{h} \]

we can rewrite

\[ \delta = \|\bar{h}\|^2 - \|p_\perp(\bar{h}, R)\|^2 \]

and, hence, recover more formally that \( d_E = \infty \) whenever the projection of \( \bar{h} \) onto \( \mathcal{N}(R) \) is nonzero. A more geometric interpretation is obtained by considering the Hermitian angle between \( \bar{h} \) and \( \mathcal{R}(R) \) (see the equation at the bottom of the page) [37].

Note that \( 0 \leq \angle(\bar{h}, \mathcal{R}(R)) \leq \pi / 2 \). We can now conclude that \( 0 < \angle(\bar{h}, \mathcal{R}(R)) \leq \pi / 2 \) implies a diversity order of \( \infty \), whereas \( \angle(\bar{h}, \mathcal{R}(R)) = 0 \) results in \( d_E = r(R) \). The situation is summarized in Fig. 3.

Besides the high-SNR slope of \( T_e \), the offset of the \( T_e \) curve will indicate the impact of the propagation conditions on uncoded average error rate performance. We shall therefore briefly discuss this aspect. Let us start with the high-SNR case (i.e., \( \rho \gg 1 \)) where (11) simplifies to

\[ \log T_e \leq \log N_e - \eta \rho \delta - r(R) \log(\eta \rho) - \sum_{j=1}^{r(R)} \log \sigma_j. \]

For fixed \( R \) with \( r(R) < N \), the upper bound on \( T_e \) is minimum if \( \delta \) is maximum (i.e., the projection of \( \bar{h} \) onto \( \mathcal{N}(R) \) is maximum) and all nonzero eigenvalues of \( R \) are equal. Hence, the Hermitian angle \( \angle(\bar{h}, \mathcal{R}(R)) \) has an important impact on the offset as well. For \( r(R) = N \) and, hence, \( \angle(\bar{h}, \mathcal{R}(R)) = 0 \), the error rate performance is optimum if all the \( \sigma_j \) are equal, or, equivalently, \( R = \xi I_N \) with \( \xi = \mathcal{E}\{ |\bar{h}|^2 \}/N \). In the low-SNR regime (i.e., \( \rho \ll 1 \)), we have

\[ \log T_e \leq \log N_e - \eta \rho (|\bar{h}|^2 + \text{Tr}(R)) \]

which shows that the error rate performance is simply a function of the total power in the channel. Moreover, we can see that in the low-SNR regime, the geometry of \( \bar{h} \) relative to \( R \) as

\[ \angle(\bar{h}, \mathcal{R}(R)) = \begin{cases} \cos^{-1} \left( \frac{0,}{\|p_\perp(\bar{h}, R)\|/\|p_\perp(\bar{h}, R)\|} \right), & \bar{h} = 0_{N,1} \\
0_{N,1} \neq \bar{h} \neq 0_{N,1} \text{ and } p_\perp(\bar{h}, R) \neq 0_{N,1}, & \bar{h} \neq 0_{N,1} \text{ and } p_\perp(\bar{h}, R) = 0_{N,1} \end{cases} \]
impact of the Hermitian angle \( \angle(\mathbf{h}, \mathbf{R}(\mathbf{R})) \) on average uncoded symbol error rate performance. Both channels perform equally well when \( t = 0 \), but show drastically different behavior for \( t = 1 \).

A. Numerical Example 2

This example demonstrates the critical impact of the Hermitian angle \( \angle(\mathbf{h}, \mathbf{R}(\mathbf{R})) \) on uncoded average symbol error rate performance. We consider a system with \( M_{T} = 2 \) and \( M_{R} = 1 \) employing the Alamouti scheme \( (r_{c} = 1) \) and two different channels \( \mathbf{H}_{1} \) and \( \mathbf{H}_{2} \) having different fixed components \( \mathbf{H}_{1} = [1 \ 1] \) and \( \mathbf{H}_{2} = [1 \ -1] \), respectively, but the same fading components. Fig. 4 shows the empirically (through Monte Carlo simulation) calculated average symbol error rate for both channels for \( K = 2 \) and for transmit correlation coefficients of \( t = 0 \) and \( t = 1 \). The symbol error rate for an AWGN channel with \( \|\mathbf{H}\|_{F}^{2} = 2 \) is plotted for comparison. For \( t = 0 \), we have \( \mathbf{R} = (2/3)\mathbf{I}_{2} \) and, hence, \( \angle(\mathbf{h}_{1}, \mathbf{R}(\mathbf{R})) = \angle(\mathbf{h}_{2}, \mathbf{R}(\mathbf{R})) = 0 \) so that for both channels \( d_{E} = 2 \). However, for \( t = 1 \), the performance of the two channels is completely different. For Channel 1, \( \angle(\mathbf{h}_{1}, \mathbf{R}(\mathbf{R})) = 0 \) (see Fig. 5) and \( d_{E} = 1 \), reflected by the slope of the average error rate curve at high SNR. For channel 2, we have \( \angle(\mathbf{h}_{2}, \mathbf{R}(\mathbf{R})) = \pi/2 \) (see}
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Fig. 5) so that $d_E = \infty$, reflected by the close proximity of the error rate curve to that for the AWGN channel. In the low-SNR regime, all channels perform identically as expected from (15).

VI. PACKET ERROR RATE PERFORMANCE

In this section, we study the impact of propagation conditions on PER as defined in Section III. More specifically, employing the power series expansion in (24), we compute the outage related diversity order $d_O(R)$, defined in (6) as a function of the propagation parameters, and show that the conclusions obtained through an analysis of $d_E$ are equivalent to those obtained from $d_O(R)$. Consequently, we find an interesting relation between the notion of diversity order obtained from the average error probability for finite code books and diversity order obtained from PER assuming Gaussian code books. Moreover, the analysis presented in this section establishes the existence of a critical rate $R_{crit}$, below which Ricean fading channels behave like AWGN channels, in the sense that signaling with zero outage is possible. For rates above $R_{crit}$, the Ricean channel behaves like a Rayleigh fading channel. Interestingly, it can be shown that $R_{crit}$ is a simple function of $\angle (\mathbf{H}, \mathbf{R}(\mathbf{R}))$.

Our analysis is for the high-SNR case (i.e., $\rho \gg 1$), which allows us to approximate the cdf of $|\mathbf{H}|^2$ by retaining the first term in the power series expansion (24)

$$P_{out}(R) \approx \left( \prod_{j=1}^{(r(R))} \frac{1}{\sigma_j} \right) \left( e^{-\sum_{j=1}^{(r(R))} \frac{|b_j|^2}{\sigma_j^2}} - \frac{\left( 2^{\frac{M_T-1}{\rho}} - \frac{M_T}{\rho} \right)^{r(R)}}{r(R)!} \right)$$

where $\delta$ was defined in (12). We shall next distinguish the cases $\delta = 0$ and $\delta > 0$.

For $\delta = 0$, the unit-step function in (16) will be equal to 1 for all rates $R$ so that

$$\log P_{out}(R) = - \sum_{j=1}^{r(R)} \log \sigma_j - \sum_{j=1}^{r(R)} \frac{|b_j|^2}{\sigma_j^2}$$

$$+ r(R) \log \left( \left( 2^{\frac{M_T-1}{\rho}} - 1 \right) M_T \right) - r(R) \log \rho - \log(r(R)!)$$

Invoking (6), we find that for a fixed (SNR-independent) transmission rate $R$

$$d_O(R) = r(R)$$

which is consistent with the finite code book result in (13). Note, however, that if the transmission rate grows as a function of SNR so that $R(\rho) = r_c \log (1 + (Z/\rho))$, where $Z$ is an arbitrary positive constant, then $P_{out}(R) = F(Z)$ for any SNR and, hence, $d_O(R) = 0$, conforming with [31].

Let us proceed with the case $\delta > 0$. Investigating the argument of the unit-step function in (16), we obtain $P_{out}(R)$ (see the equation at the bottom of the page), where $R_{crit} = r_c \log (1 + (\delta/\rho))$ and may be interpreted as the rate supported by the projection of $\mathbf{H}$ onto $\mathcal{N}(\mathbf{R})$. This result points to an interesting behavior. At transmission rates $R < R_{crit}$, signaling with zero outage is possible, and the Ricean channel behaves like an AWGN channel. Consequently, we obtain $d_O(R) = \infty$ in this case. Interestingly, up to the pre-log $r_c$, the critical rate $R_{crit}$ is the capacity of a SISO AWGN channel with SNR $= \delta/\rho$. Equivalently, we can say that the gain of the effective SISO AWGN channel is given by the length of the projection of $\mathbf{H}$ onto the null space of $\mathbf{R}$ (see Fig. 3). Note that while (17), shown at the bottom of the page, presents the outage probability for high SNR, it follows from (24) or (25) (cf. the argument of the unit-step function) that the presence of a critical rate can be established at any SNR and without invoking any approximation for $P_{out}(R)$. Finally, if the transmission rate is allowed to grow with SNR so that $R(\rho) = r_c \log (1 + (Z/\rho))$ with $Z \geq 0$, then $d_O(R) = 0$. If on the other hand, the transmission rate grows with SNR so that $R(\rho) = r_c \log (1 + (Z/\rho))$ with $Z < 0$, then we are assured zero outage and once again we have $d_O(R) = \infty$.

We can now summarize our findings by noting that for fixed (SNR-independent) transmission rate $R$

$$d_O(R) = \left\{ \begin{array}{ll}
\infty, & \delta > 0 \\
\frac{r(R)}{\rho}, & \delta = 0
\end{array} \right. \quad (18)$$

which is fully consistent with the behavior of $d_E$ [cf. (13)] and confirms a similar equivalence made for average and outage error rates in the finite code book case [14]. Furthermore, we note that $R_{crit} = 0$ if $\angle (\mathbf{H}, \mathbf{R}(\mathbf{R})) = 0$ and $R_{crit} > 0$ if $0 < \angle (\mathbf{H}, \mathbf{R}(\mathbf{R})) \leq \pi/2$. Consequently, $R_{crit} = 0$ for an SISO fading channel (unless $K = \infty$). Finally, we note that for $\delta = 0$ and arbitrary $R$, or for $\delta > 0$ with $R > R_{crit}$, fixed $r(R)$, and small $|b_j|$ ($j = 1, 2, \ldots, N$) (i.e., small $K$-factor), the spread of the $\sigma_j$ determines the offset of the PER with minimum PER obtained if $\mathbf{R} = \mathbf{I}_N$. This result is consistent with our findings for $\mathcal{P}_e$ in Section V.

A. Numerical Example 3

This example serves to demonstrate the impact of $\angle (\mathbf{H}, \mathbf{R}(\mathbf{R}))$ on $R_{crit}$ and outage performance. For $K = 2$,
For fading behavior with an AWGN channel with AWGN channel for SNRs above 6.53 dB. (The performance of total channel power constraint (i.e., simulation) calculated PER for the two channels for Example 2, Fig. 6 shows the empirically (through Monte Carlo simulation) calculated PER for the two channels for $t = 0$ and $t = 1$. In the uncorrelated case $t = 0$, $\delta = 0$, and, consequently, $R_{\text{crit}} = 0$ for both channels. Fig. 6 indeed shows that the two channels yield equal performance and exhibit Rayleigh fading behavior with $d_{\Omega} = 2$ as suggested by (18). In the fully correlated case $t = 1$, $R_{\text{crit}} = 0$ for channel 1, which, combined with $r(R) = 1$, yields a Rayleigh fading behavior as seen in Fig. 6. Channel 2, however, has a nonzero critical rate for $t = 1$ given by $R_{\text{crit}} = \log(1 + (2/3))$ and, hence, behaves like an AWGN channel for SNRs above 6.53 dB. (The performance of an AWGN channel with $\|H\|^2 = 2$ is shown for comparison.)

VII. WIDEBAND SPECTRAL EFFICIENCY OF OSTBCs

From our discussion in Section III, it is clear that under a total channel power constraint (i.e., $\|H\|^2 + \mathcal{E}(\|H\|^2) \leq N$), the exact statistics of $H$ do not have an impact on the minimum SNR per information bit required to sustain reliable communication, confirming the observation made previously in [9]. However, as will be seen in the following, the statistics of $H$ do have a profound impact on the slope of wideband spectral efficiency as defined in [9]. Using (8), it is shown in the Appendix that

$$S = 2r_c \left( \frac{\text{Tr}(\Sigma^2) + 2\Omega^H R\Omega}{\text{Tr}(\Sigma) + \Omega^H R\Omega} \right)^{-1} + 1 \right)^{-1}. \quad (19)$$

It is easily verified that (19) is equivalent to [22, eq. (18)] for the special case of MISO channels with $r_c = 1$, a consequence of the fact that OSTBCs are capacity optimal in such a scenario.

A. Pure Rayleigh Fading

Constraining the total average power in the channel to $\text{Tr}(\Sigma) = N$, it is straightforward to show that $S$ is maximized (or, equivalently, $\text{Tr}(\Sigma^2)$ is minimized) when $\sigma_j = 1(j = 1, 2, \ldots, N)$. This condition corresponds to i.i.d. fading, in which case $S = 2r_c/N(N + 1)$. We can see that in the infinite diversity limit $N \rightarrow \infty$, the wideband slope of the Rayleigh fading channel approaches the wideband slope of the AWGN channel (up to the factor $r_c$). Correlation matrix eigenvalue spread resulting from fading correlation and/or gain imbalance between channel elements will therefore reduce the wideband slope $S$ through the term $\text{Tr}(\Sigma^2)$, which is directly related to the “correlation number” defined in [22].

B. Ricean Fading

In the presence of Ricean fading, the wideband slope depends on the eigenvalue spread of $R$ through the term $\text{Tr}(\Sigma^2)$ and through the quadratic form $\Omega^H R\Omega$. The Hermitian angle between $\Omega$ and $\Sigma$ ($\angle(\Omega, R)$) will impact the quadratic form $\Omega^H R\Omega$; however, the delineation in performance is not as sharp as for the case of average or outage error rates. For example, $\Omega^H R\Omega$ is minimum (i.e., 0) and, hence, the wideband slope is maximum (but finite) when $\angle(\Omega, R) = \pi/2$. For $0 \leq \angle(\Omega, R) < \pi/2$, the exact value of the wideband slope will depend on the geometry of $\Omega$ relative to the geometry of the eigenvectors of $R$. Unlike the cases of symbol error rate and PER, the wideband slope does not exhibit fundamentally different behavior in the cases of Rayleigh and Ricean fading. In both

![Fig. 6. Impact of the Hermitian angle between $\Omega$ and $R$ on PER performance. Both channels perform equally well under independent fading (i.e., $t = 0$). For $t = 1$, channel 2 behaves like an AWGN channel for SNRs above 6.53 dB.](image-url)
cases, the AWGN wideband slope of $S = 2r_c$ can be achieved. As already mentioned in Section III, the wideband slope essentially measures the peakiness of the pdf of $\|H\|_F^2$. The presence of a Ricean component results in faster convergence to the AWGN wideband slope.

C. Numerical Example 4

Following the setup in Numerical Examples 2 and 3, Fig. 7 plots $S$ for the Alamouti scheme (i.e., $r_c = 1$) as a function of the $K$-factor. As expected, both channels exhibit the same performance for $t = 0$. In the correlated case $t = 1$, channel 2 outperforms channel 1, in the sense that convergence to the AWGN wideband slope is much faster. Furthermore, for $K = 0$, we can see that spatial fading correlation results in reduced $S$ when compared to the uncorrelated case $t = 0$.

VIII. CONCLUSION

We characterized the impact of real-world propagation conditions on the maximum achievable diversity performance of communication over Ricean multiple-input multiple-output (MIMO) channels. Our analysis identified the Hermitian angle $\angle(h, R(R))$ and the eigenvalue spread of $R$ as key quantities governing performance, irrespective of the performance criterion used. For Ricean channels, we established the existence of a critical rate $R_{\text{crit}}$, below which signaling with zero outage is possible and, hence, the fading channel behaves like an AWGN channel. For rates above $R_{\text{crit}}$, the Ricean channel behaves like a Rayleigh fading channel. For fading SISO channels, $R_{\text{crit}}$ is always zero, whereas in the MIMO case, $R_{\text{crit}}$ is a simple function of $\angle(h, R(R))$. Finally, we showed that the notions of diversity order related to the slope of the average error probability versus SNR curve, and diversity order related to the slope of the outage probability versus SNR curve, yield equivalent results.

APPENDIX

MGF of $\|H\|_F^2$

For a given $N \times 1$ vector $h = \text{vec}(H)$, we start by defining the $2N \times 1$ vector $p = [R(h)^T \Im(h)^T]^T = \tilde{p} + \tilde{\tilde{p}}$ with $\tilde{p} = [R(h)^T \Im(h)^T]^T$ and $\tilde{\tilde{p}} = [R(h)^T \Im(h)^T]^T$. The joint distribution of the elements of $p$ is completely specified by the mean vector $\tilde{p} = \mathcal{E}\{p\}$ and the $2N \times 2N$ covariance matrix $R_p = \mathcal{E}\{\tilde{p}\tilde{p}^T\}$. Next, we establish a relation between the eigendecompositions of $R$ and $R_p$. For $R = U\Sigma U^H$ where $\Sigma = \text{diag}\{\sigma_j\}_{j=1}^N$ (recall that $\sigma_j \geq \sigma_{j+1}$ for $j = 1, 2, \ldots, N - 1$) and $R_p = U_p \Lambda U_p^T$, where $\Lambda = \text{diag}\{\lambda_j\}_{j=1}^N$, it is straightforward to show that

$$\Lambda = \frac{1}{2} \begin{bmatrix} \Sigma & 0 \\ 0 & \Sigma \end{bmatrix} \quad U_p = \begin{bmatrix} R(U) & -\Im(U) \\ \Im(U) & R(U) \end{bmatrix}.$$

Using the reduced eigendecomposition $R_p = \tilde{U} \Lambda \tilde{U}^T$ where $\Lambda = \text{diag}\{\lambda_j\}_{j=1}^{2r(R)}$ with $\lambda_j (j = 1, 2, \ldots, 2r(R))$ denoting the nonzero eigenvalues of $R_p$, the MGF of $p^T \tilde{p} - (p^T \tilde{p} - \sum_{j=1}^{2r(R)} (r_j^2/\lambda_j))$ and the associated region of convergence (ROC) are obtained from [33] as

$$\tilde{\psi}(s) = \mathcal{E}\{e^{-s\frac{p^T \tilde{p} - (p^T \bar{p} - \sum_{j=1}^{2r(R)} (r_j^2/\lambda_j))}{2}}\}$$

$$= \exp\left\{ - \sum_{j=1}^{2r(R)} \frac{r_j^2}{2\lambda_j^2} + 2 \sum_{j=1}^{2r(R)} \frac{r_j^2}{(2\lambda_j)\lambda_j} \right\} \times s^{-1} \left(1 + \frac{1}{s^2\lambda_j}\right)^{-\frac{1}{2}} \prod_{j=1}^{2r(R)} \left(1 + s^2\lambda_j \right)^{-\frac{1}{2}},$$

$$\text{ROC : } R(s) > \max_{\lambda_j} \left(\frac{1}{\lambda_j} - \frac{1}{2\lambda_j}\right). \quad (20)$$
where \( r_j(j = 1, 2, \ldots, 2r(\mathbf{R})) \) denotes the \( j \)th element of \( \mathbf{r} = \mathbf{A}^{1/2} \tilde{\mathbf{U}}_p \mathbf{p} \). Defining
\[
\mathbf{b} = [b_1 \ b_2 \ \cdots \ b_N]^T = \sum \frac{2}{\pi} \mathbf{U}^H \mathbf{H}
\]
it is easily seen that \( \mathbf{r} = (1/\sqrt{2})[\mathbf{R}(\mathbf{b})]^T \mathbf{z}(\mathbf{b})^T \mathbf{b} \). Hence, \( \mathbf{p}_L \mathbf{P} - (\mathbf{p}_v^T \mathbf{p} - \sum_{j=1}^{2r(\mathbf{R})} (r_j^2 - \lambda_j)) = \| \mathbf{H} \|^2_F - (\| \mathbf{H} \|^2_F - \sum_{j=1}^{r(\mathbf{R})} (|b_j|^2/\sigma_j)) \) so that (20) can be written as
\[
\hat{\psi}(s) = \prod_{j=1}^{r(\mathbf{R})} (1 + s \sigma_j)^{-1}
\]
\[
\times \exp \left\{ - \sum_{j=1}^{r(\mathbf{R})} \frac{|b_j|^2}{\sigma_j^2} + \sum_{j=1}^{r(\mathbf{R})} \frac{|b_j|^2}{\sigma_j^3} s^{-1} \left( 1 + \frac{1}{s \sigma_j} \right)^{-1} \right\}
\]
where
\[
\text{Roc} : \Re(s) > \max \left\{ -\frac{1}{\sigma_j} \right\}.
\] (21)

Summarizing our results, we obtain the MGF of \( \| \mathbf{H} \|^2_F \) as
\[
\psi(s) = \mathcal{E} \left\{ e^{-s\| \mathbf{H} \|^2_F} \right\} = \exp \left\{ -s \left( \| \mathbf{H} \|^2_F - \sum_{j=1}^{r(\mathbf{R})} \frac{|b_j|^2}{\sigma_j} \right) \right\} \hat{\psi}(s).
\] (22)

**Power Series Expansion for the cdf of \( \| \mathbf{H} \|^2_F \)**

Following the series expansion approach in [33] with appropriate modifications to reflect the complex Gaussian nature of the elements of \( \mathbf{H} \), we shall next use (21) to derive a power series expansion for the cdf of \( \| \mathbf{H} \|^2_F \). Defining
\[
M(\theta) = \left( \prod_{j=1}^{r(\mathbf{R})} \frac{1}{\sigma_j} \right) \left( \prod_{j=1}^{r(\mathbf{R})} \left( 1 + \frac{\theta}{\sigma_j} \right)^{-1} \right)
\]
\[
\times \exp \left\{ \sum_{j=1}^{r(\mathbf{R})} \frac{|b_j|^2}{\sigma_j^2} \left( 1 + \frac{\theta}{\sigma_j} \right)^{-1} - \sum_{j=1}^{r(\mathbf{R})} \frac{|b_j|^2}{\sigma_j^3} \right\}
\]
we can write (21) as
\[
\hat{\psi}(s) = s^{-r(\mathbf{R})} M \left( \frac{1}{s} \right).
\] (23)

In [33], it is shown that \( M(\theta) \) can be expressed as a power series of the form \( M(\theta) = \sum_{k=0}^{\infty} c_k \theta^k \) with
\[
c_0 = \left( \prod_{j=1}^{r(\mathbf{R})} \frac{1}{\sigma_j} \right) \exp \left( - \sum_{j=1}^{r(\mathbf{R})} \frac{|b_j|^2}{\sigma_j^2} \right)
\]
\[
c_k = \frac{1}{k} \sum_{r=0}^{k-1} d_{k-r} c_r \quad \text{for} \quad k \geq 1
\]
where
\[
d_0 = - \sum_{j=1}^{r(\mathbf{R})} \ln(\sigma_j) - \sum_{j=1}^{r(\mathbf{R})} (|b_j|^2/\sigma_j^2) \quad \text{and} \quad d_k = (-1)^k \sum_{j=1}^{r(\mathbf{R})} ((1/\sigma_j^k) - (k|b_j|^2/\sigma_j^{k+2})) \quad \text{for} \quad k \geq 1.
\] (24)

which lends itself readily to Laplace transform inversion followed by integration to give the cdf of \( \| \mathbf{H} \|^2_F \) as
\[
F(y) = \sum_{k=0}^{\infty} c_k \frac{y - \delta^{(r(\mathbf{R})+k)}}{(r(\mathbf{R}) + k)!} u(y - \delta)
\] (25)

where \( \delta = \| \mathbf{H} \|^2_F - \sum_{j=1}^{r(\mathbf{R})} (|b_j|^2/\sigma_j) \).

**Laguerre Series Expansion for the cdf of \( \| \mathbf{H} \|^2_F \)**

As for the power series expansion, the Laguerre series expansion approach in [33] can be adapted to the complex-valued case with appropriate modifications. For the sake of conciseness, we state the result without derivation
\[
F(y) = \left( 1 - \sum_{i=0}^{r(\mathbf{R})-1} \frac{(y - \delta^{(r(\mathbf{R})-1-i)}}{(r(\mathbf{R}) - i)!} e^{-\frac{y - \delta}{2\beta}} \right) u(y - \delta)
\]
\[
+ \sum_{k=1}^{\infty} \tilde{c}_k \left( \frac{k - 1!}{(r(\mathbf{R}) + k - 1)!} \right) e^{-\frac{y - \delta}{2\beta}} \left( \frac{y - \delta}{2\beta} \right)^{r(\mathbf{R})}
\]
\[
\times e^{-\frac{y - \delta}{2\beta}} L_{k-1}^{(\alpha)} \left( \frac{y - \delta}{2\beta} \right) \right) u(y - \delta)
\] (26)

where \( \beta \) is an arbitrary positive constant whose role will be made clear shortly and \( L_k^{(\alpha)}(x) \) (\( \alpha > -1, k = 0, 1, \ldots) \) denotes the generalized Laguerre polynomial given by
\[
L_k^{(\alpha)}(x) = \sum_{r=0}^{k} \binom{k-\alpha-r}{k-r} x^r \quad \text{and} \quad \text{the coefficients} \ \tilde{c}_k(k \geq 1) \text{can be calculated recursively through the relation}
\]
\[
\tilde{c}_k = \frac{k}{k} \sum_{r=0}^{k-1} d_{k-r} \tilde{c}_r
\]
where \( \tilde{c}_0 = 1 \) and
\[
\tilde{d}_k = \frac{k}{2\beta} \sum_{j=1}^{r(\mathbf{R})} |b_j|^2 \left( 1 - \frac{\sigma_j}{2\beta} \right)^{k-1}
\]
\[
+ \sum_{j=1}^{r(\mathbf{R})} \left( 1 - \frac{\sigma_j}{2\beta} \right)^k, \quad k \geq 1.
\] (26)

We note that \( d_k \) as specified in [33, eq. 4.2b.10] for the real-valued case is incorrect as the factor \((-1)^k\) is missing.
The convergence properties of the series expansion in (25) depend strongly on the choice of $\beta$. We observed that choosing $\beta$ to satisfy $1 \leq \beta \leq 4$ typically results in fast convergence.

**Standard Deviation of $|H|^2_F$**

We start by noting that $|H|^2_F = \hat{h}^H \hat{h} + \hat{h}^H \hat{h} + 2R(\hat{h}^H \hat{h})$. Using $2R(\hat{h}^H \hat{h}) \sim \mathcal{N}(0, 2\Re{\parallel H \parallel}^2)$, it is easy to show that the random variables $\hat{h}^H \hat{h}$ and $2R(\hat{h}^H \hat{h})$ are uncorrelated. Consequently, $\sigma^2 = \text{var}(\hat{h}^H \hat{h}) = \text{var}(\hat{h}^H \hat{h}) + \text{var}(2R(\hat{h}^H \hat{h}))$. Noting that $\hat{h}^H \hat{h} = \hat{p}^H \hat{p}$ and $\text{var}(\hat{p}^H \hat{p}) = 2\text{Tr}(R^2) = \text{Tr}(\Sigma^2)$, we finally obtain

$$\sigma = \sqrt{\text{Tr}(\Sigma^2) + 2H^H \Re{\parallel H \parallel}}.$$
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