On the Sensitivity of Noncoherent Capacity to the Channel Model
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Abstract—The noncoherent capacity of stationary discrete-time fading channels is known to be very sensitive to the fine details of the channel model. More specifically, the measure of the set of harmonics where the power spectral density of the fading process is nonzero determines if capacity grows logarithmically in SNR or slower than logarithmically. An engineering-relevant problem is to characterize the SNR value at which this sensitivity starts to matter. In this paper, we consider the general class of continuous-time Rayleigh-fading channels that satisfy the wide-sense stationary (WSS) assumption and are, in addition, underspread. For this class of channels, we show that the noncoherent capacity is close to the AWGN capacity for all SNR values of practical interest, independently of whether the scattering function is compactly supported or not. As a byproduct of our analysis, we obtain an information-theoretic pulse-design criterion for orthogonal frequency-division multiplexing systems.

I. INTRODUCTION AND SUMMARY OF RESULTS

The capacity of fading channels in the absence of channel state information (CSI) both at the transmitter and the receiver is notoriously difficult to analyze even for simple channel models [1]. Most of the results available in the literature pertain to either low or high signal-to-noise ratio (SNR) asymptotics. While in the low-SNR regime the capacity behavior seems robust with respect to the underlying channel model (see for example [2] for a detailed review of low-SNR capacity results), this is not the case in the high-SNR regime, where capacity is very sensitive to the fine details of the channel model, as we are going to argue next.

Consider, as an example, a discrete-time stationary frequency-flat time-selective Rayleigh-fading channel subject to additive white Gaussian noise (AWGN). Here, the channel law is fully specified by the power spectral density (PSD) $f(\theta)$, $\theta \in \{-1/2, 1/2\}$, of the fading process and by the noise variance. The high-SNR capacity of this channel depends on the measure $\mu$ of the set of harmonics $\theta$ where the PSD is nonzero. More specifically, let $\rho$ denote the SNR: if $\mu < 1$, capacity behaves as $(1 - \mu) \log \rho$, in the high-SNR regime [3]. If $\mu = 1$ and the fading process is regular, i.e., $\int_{-1/2}^{1/2} \log f(\theta) d\theta > \infty$, then the high-SNR capacity behaves as $\log \log \rho$ [3]. As a consequence, two channels, one with PSD equal to $1/\Delta$ for $\theta \in [-\Delta/2, \Delta/2]$ ($0 < \Delta < 1$) and 0 else, and the other one with PSD equal to $(1 - \epsilon)/\Delta$ for $\theta \in [-\Delta/2, \Delta/2]$ and $\epsilon/(1 - \Delta)$ else ($0 < \epsilon < 1$), will have completely different high-SNR capacity behavior, no matter how small $\epsilon$ is. A result like this is clearly unsatisfactory from an engineering viewpoint, as the measure of the support of a PSD cannot be determined through channel measurements. Such a sensitive dependency of the capacity behavior on the fine details of the channel model (by fine details here, we mean details that, in the words of Slepian [4], have “...no direct meaningful counterparts in the real world ...”), should make one question the validity of the channel model itself.

An engineering-relevant problem is then to determine the SNR value at which capacity starts being sensitive to such fine details. An attempt to resolve this problem was recently made in [5], where, for a first-order Gauss-Markov fading process, the SNR beyond which capacity behaves as $\log \log \rho$ is computed as a function of the innovation rate of the process. The main limitation of this result is that it is based on a very specific channel model and that it is difficult to link the innovation rate to physical channel parameters.

In this paper, we attempt to address the problem in more generality. Rather than focusing on a specific discretized channel model, we start from the general class of continuous-time Rayleigh-fading linear time-varying (LTV) channels that satisfy the wide-sense stationary (WSS) and uncorrelated scattering (US) assumptions [6] and that are, in addition, underspread [7]. The Rayleigh-fading and the WSSUS assumptions imply that the statistics of the channel are fully characterized by its scattering function [6]; the underspread assumption is satisfied if the scattering function is highly concentrated around the origin of the Doppler-delay plane. More concretely, we shall say that a WSSUS channel is underspread if its scattering function has only a fraction $\epsilon \ll 1$ of its volume outside a rectangle of area $\Delta \ll 1$ (see Definition 1 in the next section). Our main result is the following: We provide a lower bound on the capacity of continuous-time WSSUS underspread Rayleigh-fading channels that is explicit in the parameters $\Delta \ll 1$ and $\epsilon$. On the basis of this bound, we show that for all SNR values $\rho$ that satisfy $\sqrt{\Delta} \ll \rho \ll 1/(\Delta + \epsilon)$, the fading-channel capacity is close to the capacity of a nonfading AWGN channel with the same SNR. Hence, the fading-channel capacity grows logarithmically in SNR up to (high) SNR values $\rho \ll 1/(\Delta + \epsilon)$.

A crucial step in the derivation of our capacity lower bound is the discretization of the continuous-time channel input-output (I/O) relation, which is accomplished by transmitting and receiving on an orthonormal Weyl-Heisenberg (WH) set [8, Ch. 8] of time-frequency shifts of a pulse $g(t)$. The resulting signaling
scheme can be interpreted as pulse-shaped (PS) orthogonal frequency-division multiplexing (OFDM). A similar approach was used in [2] to characterize the capacity of WSSUS underspread fading channels in the low-SNR regime. Differently from [2], in this paper, we explicitly account for the intersymbol and intercarrier interference terms in the discretized I/O relation. This is crucial, as unlike in the low-SNR regime, these terms play a fundamental role at high SNR. Finally, as an interesting byproduct of our analysis, we obtain an information-theoretic pulse-design criterion for PS-OFDM systems that operate over WSSUS underspread fading channels.

Notation: Uppercase boldface letters denote matrices, and lowercase boldface letters designate vectors. The Hilbert space of complex-valued finite-energy signals is denoted as $L^2(\mathbb{R})$ and $\| \cdot \|$ stands for the norm in $L^2(\mathbb{R})$. The set of positive real numbers is denoted as $\mathbb{R}_+$; the superscript $^T$ stands for transposition, $\mathbb{E}[\cdot]$ is the expectation operator, and $\mathbb{F}[\cdot]$ stands for the Fourier transform operator. For two vectors $a$ and $b$ of equal dimension, the Hadamard product is denoted as $a \odot b$, and for two functions $f(x)$ and $g(x)$, the notation $f(x) = o(g(x))$ means that $\lim_{x \to 0} f(x)/g(x) = 0$. Finally, $\delta[k]$ is defined as $\delta[0] = 1$ and $\delta[k] = 0$ for all $k \neq 0$.

II. System Model

A. The Continuous-Time Input-Output Relation

In the following, we briefly summarize the continuous-time WSSUS underspread Rayleigh-fading channel model employed in this paper. For a more complete description of this model, the interested reader is referred to [2]. The I/O relation of a continuous-time stochastic LTV channel $\mathbb{H}$ can be written as

$$y(t) = (\mathbb{H} x)(t) + w(t)$$

where $y(t)$ is the received signal. As in [9, Model 2], the stochastic transmit signal $x(t)$ belongs to the subset $L^2(D, W) \subset L^2(\mathbb{R})$ of signals that are approximately limited to a duration of $D$ sec and strictly limited to a bandwidth of $W$ Hz; furthermore, $x(t)$ satisfies the average-power constraint $(1/D) \mathbb{E}[\|x(t)\|^2] \leq P$. The signal $w(t)$ is a zero-mean unit-variance proper AWGN process, and the channel impulse response $h_{H}(t, \tau)$ is a zero-mean jointly proper Gaussian (JPG) process that satisfies the WSSUS assumption

$$\mathbb{E}[h_{H}(t, \tau)h_{H}^*(t', \tau')] = R_{H}(t - t', \tau) \delta(\tau - \tau').$$

Hence, the time-delay correlation function $R_{H}(t, \tau)$, or, equivalently, the Doppler-delay scattering function $C_{H}^{\ast}(\nu, \tau) \equiv \mathbb{E}_{t \to \nu} \{R_{H}(t, \tau)\}$ fully characterizes the channel statistics. In the remainder of the paper, we let the scattering function be normalized in volume according to $\int_{-\infty}^{\infty} C_{H}(\nu, \tau) d\nu d\tau = 1$. As we assumed unit-variance noise, the SNR is given by $\rho = P/W$. Even though $x(t)$ has bandwidth no larger than $W$, the signal $(\mathbb{H} x)(t)$ might not satisfy a strict bandwidth constraint. For simplicity of exposition, we assume that $y(t)$ in (1) is passed through an ideal filter of bandwidth $W$, so that both $x(t)$ and $y(t)$ are strictly limited to a bandwidth of $W$ Hz. The capacity of the resulting effective channel can be upper-bounded by $C_{\text{AWGN}}(\rho) = W \log(1 + \rho)$, which is the capacity of a nonfading AWGN channel with the same SNR [9].

A Robust Definition of Underspread Channels: Qualitatively speaking, WSSUS underspread channels are WSSUS channels with a scattering function that is highly concentrated around the origin of the Doppler-delay plane [6]. A mathematically precise definition of the underspread property is available for the case where $C_{H}(\nu, \tau)$ is compactly supported within a rectangle. In this case, the channel is said to be underspread if the support area of $C_{H}(\nu, \tau)$ is much smaller than 1 (see for example [10], [2]). The compact-support assumption, albeit mathematically convenient, is a fine detail of the channel model in the terminology introduced in the previous section, because it is not possible to determine through channel measurements whether $C_{H}(\nu, \tau)$ is indeed compactly supported or not. However, the results discussed in the previous section hint at a high sensitivity of capacity to this fine detail. To better understand and quantify this sensitivity, we need to take a more general approach. We replace the compact-support assumption by the following more robust and physically meaningful assumption: $C_{H}(\nu, \tau)$ has a small fraction of its total volume outside a rectangle of an area that is much smaller than 1. More precisely, we have the following definition.

Definition 1: Let $\tau_0, \nu_0 \in \mathbb{R}_+$, $\epsilon \in [0, 1]$, and let $\mathcal{H}(\tau_0, \nu_0, \epsilon)$ be the set of all Rayleigh-fading WSSUS channels $\mathbb{H}$ with scattering function $C_{H}(\nu, \tau)$ satisfying

$$\int_{-\tau_0}^{\tau_0} \int_{-\nu_0}^{\nu_0} C_{H}(\nu, \tau) d\nu d\tau \geq 1 - \epsilon.$$  

We say that the channels in $\mathcal{H}(\tau_0, \nu_0, \epsilon)$ are underspread if $\Delta_{H} = 4\tau_0 \nu_0 \ll 1$ and $\epsilon \ll 1$.

Typical wireless channels are (highly) underspread, with most of the volume of $C_{H}(\nu, \tau)$ supported over a rectangle of area $\Delta_{H} \approx 10^{-3}$ for land-mobile channels, and $\Delta_{H}$ as small as $10^{-7}$ for certain indoor channels with restricted terminal mobility. Note that $\epsilon = 0$ in Definition 1 yields the compact-support underspread definition of [10], [2].

It is now appropriate to provide a preview of the nature of the results we are going to obtain on the basis of the novel underspread definition just introduced. We will show that, as long as $\Delta_{H} \ll 1$ and $\epsilon \ll 1$, the capacity of all channels in $\mathcal{H}(\tau_0, \nu_0, \epsilon)$, independently of whether their scattering function is compactly supported or not, is close to the AWGN capacity $C_{\text{AWGN}}$ for all SNR values typically encountered in practical wireless communication systems. To establish this result, we choose a specific transmit and receive scheme (detailed in the next section), which yields a capacity lower bound that is close to the upper bound $C_{\text{AWGN}}$.

III. A LOWER BOUND ON CAPACITY

A. Discretization of the Input-Output Relation

The starting point for an information-theoretic analysis of the continuous-time problem under consideration is the discretization of the I/O relation (1). This is accomplished by transmitting
As a consequence, the capacity of the channel (5), defined which Properties i)-iii) are satisfied is provided in Section III-G. A necessary condition for the ensuing analysis. For a given WH set \((g, T, F)\) satisfying Properties i)-iii) in Section III-A and a given continuous-time channel \(\mathbb{H}\), the capacity of the induced discretized channel (5) is given by [11]

\[
C(\rho) \triangleq \lim_{K \to \infty} \frac{1}{K T} \sup_{Q} I(y ; x).
\]

here, the supremum is taken over the set \(Q\) of all distributions on \(x\) that satisfy the average-power constraint (4). As already mentioned, \(C\) is a lower bound on the capacity of the continuous-time channel (1).

### D. The Capacity Lower Bound

**Theorem 2:** Let \((g, T, F)\) be a WH set satisfying Properties i)-iii) in Section III-A and consider an arbitrary Rayleigh-fading WSSUS channel in the set \(\mathcal{H}(\tau_0, \nu_0, \epsilon)\). Then, for a given SNR \(\rho\) and a given bandwidth \(W\), and under the technical condition \(\Delta_H \triangleq 2 \nu_0 T < 1\), the capacity of the discretized channel induced by \((g, T, F)\) is lower-bounded as:

\[
C(\rho) \geq W \frac{T F}{\|H\|} \left\{ \inf_{0 < \alpha < 1} \left[ \log \left( 1 + \frac{TF\rho(1-\epsilon)m_g|H|^2}{1+TF\rho(M_g + \epsilon)} \right) \right] \right\}
\]

\[
+ (1 - \Delta_H) \log \left( 1 + \frac{TF\rho\epsilon}{\alpha(1 - \Delta_H)} \right) + \log \left( 1 + \frac{TF\rho}{1 - \alpha} (M_g + \epsilon) \right)
\]

This technical condition is not restrictive for underspread channels if \(T\) and \(F\) are chosen so that \(\nu_0 T = \tau_0 F\) (see Section III-E). In this case, \(2\nu_0 T = \Delta_H T F \ll 1\) for all values of \(TF\) of practical interest.
where \( h \sim \mathcal{CN}(0,1) \), \( m_g \triangleq \min_{(\nu,\tau) \in \mathcal{D}} |A_g(\nu,\tau)|^2 \),
\[
M_g \triangleq \max_{(\nu,\tau) \in \mathcal{D}} \sum_{k=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} |A_g(\nu - nF, \tau - kT)|^2,
\]
with \( \mathcal{D} \triangleq [-\nu_0, \nu_0] \times [-\tau_0, \tau_0] \), and where \( A_g(\nu,\tau) \triangleq \int g(t)^* (t - \tau) e^{-j2\pi t\nu} dt \) denotes the ambiguity function of \( g(t) \).

a) A Glimpse of the Proof: As the proof of Theorem 2 is rather involved, we only provide a summary of the main steps, leaving the details to [11]. We first obtain a lower bound on \( C \) by assuming a specific distribution on \( x \) that satisfies (4), namely, by taking \( x[k, n] \) to be i.i.d. \( \mathcal{CN}(0, TF\rho) \). The chain rule for mutual information and the nonnegativity of mutual information yield
\[
I(y; x) \geq I(y; x | h) - I(y; h | x).
\]
The first term in the lower bound (7) is obtained from \( I(y; x | h) \), by treating the interference term \( Px \) in (6) as additional noise and using the fact that Gaussian noise is the worst noise when \( x \) is JPG and \( h \) is known at the receiver [13, Lemma II.2]. The other terms in (7) are a result of upper-bounding \( I(y; h | x) \) as follows. Let \( w_1 \sim \mathcal{CN}(0, \alpha I) \) and \( w_2 \sim \mathcal{CN}(0, (1 - \alpha)I) \), where \( 0 < \alpha < 1 \), be \( KN \)-dimensional independent JPG vectors. Furthermore, let \( y_1 = h \otimes x + w_1 \) and \( y_2 = Px + w_2 \). By the data-processing inequality and the chain rule for mutual information, we have that
\[
I(y; h | x) \leq I(y_1, y_2; h | x) = I(y_1; h | x) + I(y_2; h | x, y_1).
\]
The second and the third term in the lower bound (7) now follow from \( I(y_1; h | x) \) by direct application of [14, Th. 3.4], which is an extension of Szegö’s theorem (on the asymptotic eigenvalue distribution of Toeplitz matrices) to two-level Toeplitz matrices, and by invoking (2). The fourth term follows from \( I(y_2; h | x, y_1) \) through simple bounding steps involving the Hadamard and Jensen inequalities and by again invoking (2). The dependency of the first and the fourth term in the lower bound on the ambiguity function \( A_g(\nu, \tau) \) is through the properties of the second-order statistics of the channel coefficients \( h[k, n] \) and \( p[l, m, k, n] \).

b) Remarks: The lower bound \( L(\rho, g(t), F, \tau_0, \nu_0, \epsilon) \) in (7) is not useful in the asymptotic regimes \( \rho \to 0 \) and \( \rho \to \infty \). In fact, the bound even turns negative when \( \rho \) is sufficiently small or sufficiently large. Nevertheless, as shown in Section IV, for underspread channels, \( L \) evaluated for particular WH sets is close to the capacity upper bound \( C_{\text{AWGN}} \) over all SNR values of practical interest. In the next two sections, we list some properties of \( L \) (proven in [11]), which will be used in Section IV.

E. Reduction to a Square Setting

The lower bound \( L(\rho, g(t), F, \tau_0, \nu_0, \epsilon) \) depends on seven parameters and is therefore difficult to analyze. We show next that if \( T \) and \( F \) are chosen so that \( \nu_0 T = \tau_0 F \), a condition often referred to as grid matching rule [10, Eq. (2.75)], two of these seven parameters can be dropped without loss of generality.

Lemma 3: Let \((g, T, F)\) be a WH set satisfying Properties i)-iii) in Section III-A. Then, for any \( \beta > 0 \),
\[
L(\rho, g(t), T, F, \tau_0, \nu_0, \epsilon) = L\left(\rho, \sqrt{\beta}g(\beta t), \frac{T}{\beta}, \beta F, \frac{\tau_0}{\beta}, \beta \nu_0, \epsilon\right).
\]
In particular, assume that \( \nu_0 T = \tau_0 F \) and let \( \beta = \sqrt{T/F} = \sqrt{\tau_0/\nu_0} \) and \( \bar{g}(t) = \sqrt{\beta}g(\beta t) \). Then,
\[
L(\rho, g(t), T, F, \tau_0, \nu_0, \epsilon) = L\left(\rho, \bar{g}(t), \sqrt{TF}, \sqrt{TF}, \sqrt{\Delta_{H}/2}, \sqrt{\Delta_{H}/2}, \epsilon\right).
\]

F. Pulse-Design Criterion and Approximation for \( m_g \) and \( M_g \)

The lower bound in (7) can be tightened by maximizing it over all WH sets satisfying Properties i)-iii) in Section III-A. This maximization implicitly provides an information-theoretic design criterion for \( g(t) \), \( T \), and \( F \). Classic design rules for \( g(t) \) available in the OFDM literature (see, for example, [15] and references therein) are based on a maximization of the signal-to-interference ratio in (5), for a fixed value of \( TF \) (typically, \( T F \approx 1.2 \)). The maximization of the lower bound (7) yields a more complete picture as it explicitly reveals the interplay between the product \( TF \) and the time-frequency localization properties of \( g(t) \), reflected through the quantities \( m_g \) and \( M_g \).

Lemma 4: Let \((g, \sqrt{TF}, \sqrt{TF})\) be a WH set satisfying Properties i)-iii) in Section III-A. Assume that \( g(t) \) is real-valued and even, and that \( A_g(\nu, \tau) \) is differentiable in the points \((n \sqrt{TF}, k \sqrt{TF})\) for all \((n, k)\) and twice differentiable in \((0, 0)\); let \( G(f) = \mathcal{F}[g(t)] \) and define \( \tilde{D} = [-\sqrt{\Delta_{H}/2}, \sqrt{\Delta_{H}/2}] \times [-\sqrt{\Delta_{H}/2}, \sqrt{\Delta_{H}/2}] \). For \( \Delta_{H} \ll 1 \), we have
\[
L_g = \min_{(\nu,\tau) \in \tilde{D}} |A_g(\nu,\tau)|^2 \approx 1 - c_m \Delta_{H} + o(\Delta_{H})
\]
where \( c_m = \pi^2(T_0^2 + F_0^2) \) with
\[
T_0^2 = \int t^2 |g(t)|^2 dt, \quad F_0^2 = \int f^2 |G(f)|^2 df.
\]
Moreover, still under the assumption that \( \Delta_{H} \ll 1 \), we have
\[
M_g = \max_{(\nu,\tau) \in \tilde{D}} \sum_{k=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} |A_g(\nu - nF, \tau - kT)|^2
\]
\[
= c_M \Delta_{H} + o(\Delta_{H})
\]
where \( c_M = \sum_{k=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \left[|a_{k,n}|^2 + |b_{k,n}|^2\right]/4 \), with
\[
a_{k,n} = -j 2\pi \int t g(t) g(t + k \sqrt{TF}) e^{j 2\pi n \sqrt{TF} t} dt
\]
\[
b_{k,n} = j 2\pi \int f G(f - n \sqrt{TF}) G(f) e^{-j 2\pi k \sqrt{TF} f} df.
\]

G. A Simple WH Set

We next present an example of a family of WH sets \((g, \sqrt{TF}, \sqrt{TF})\) satisfying Properties i)-iii) in Section III-A, and for which, in addition, \(g(t)\) is real-valued and even. Take \(1 < TF < 2\), let \(\zeta = \sqrt{TF}\), \(\delta = TF - 1\), and \(G(f) = \mathcal{F}\{g(t)\}\). We choose \(G(f)\) as the square root of a raised cosine:

\[
G(f) = \begin{cases} 
\sqrt{\frac{\zeta}{\pi}} & \text{if } |f| \leq \frac{1}{2\delta} \\
\sqrt{\frac{1}{\pi} (1 + S(f))} & \text{if } \frac{1}{2\delta} < |f| \leq \frac{\zeta}{2} \\
0 & \text{otherwise}
\end{cases}
\]

where \(S(f) = \cos \left[ \frac{\pi}{\delta} \left( |f| - \frac{1}{2\delta} \right) \right] \). The signal \(G(f)\) has unit energy, is real-valued and even, and satisfies

\[
\sum_{n=-\infty}^{\infty} G(f - n/\zeta) G(f - n/\zeta - k) = \zeta \delta[k].
\]

As a consequence of (11), by [8, Th. 8.7.2], the WH set \((g, 1/\sqrt{TF}, 1/\sqrt{TF})\) is a tight WH frame for \(L^2(\mathbb{R})\). Consequently, the WH set \((g, \sqrt{TF}, \sqrt{TF})\) is orthonormal by [12, Th. 7.3.2]. Finally, we show in [11] that \(\lim_{\epsilon \to \infty} \epsilon^2 g(t) = 0\).

IV. Finite-SNR Analysis of the Lower Bound

We evaluate the lower bound \(L_s\) in (8) for the WH set constructed in the previous section, under the assumption that the underlying WSSUS channel is underspread according to Definition 1, i.e., \(\Delta_H \ll 1\) and \(\epsilon \ll 1\). More precisely, we assume \(\Delta_H \leq 10^{-4}\) and \(\epsilon \leq 10^{-4}\). As \(\Delta_H \ll 1\), we can replace \(m_g\) and \(M_g\) in \(L_s\) by the first-order term of their Taylor-series expansions [see (9) and (10)]. We take \(TF = 1.02\), which results in \(c_m \approx 25.87\) and \(c_M \approx 0.77\). To show that the corresponding capacity lower bound is close to the upper bound \(C_{AWGN}\) for all SNR values of practical interest, we characterize the SNR interval \([\rho_{min}, \rho_{max}]\) over which \(L_s\) is at least 75% of the AWGN capacity, i.e.,

\[
L_s(\rho, g, TF, \Delta_H, \epsilon) \geq 0.75 C_{AWGN}(\rho).
\]  

(12)

The interval end points \(\rho_{min}\) and \(\rho_{max}\) can easily be computed numerically: the corresponding values for \(\rho_{max}\) are illustrated in Fig. 1 for different \((\Delta_H, \epsilon)\) pairs. For the WH set \((g, \sqrt{TF}, \sqrt{TF})\) considered in this section, we have that \(\rho_{min} \in [-25 \text{ dB}, -7 \text{ dB}]\) and \(\rho_{max} \in [32 \text{ dB}, 68 \text{ dB}]\).

An analytic characterization of \(\rho_{min}\) and \(\rho_{max}\) is more difficult. Insights on how these two quantities are related to the channel parameters \(\Delta_H\) and \(\epsilon\) can be obtained by replacing both sides of the inequality (12) by corresponding low-SNR approximations (to get \(\rho_{min}\)) and high-SNR approximations (to get \(\rho_{max}\)). Under the assumption that \(\Delta_H \leq 10^{-4}\) and \(\epsilon \leq 10^{-4}\), this analysis, detailed in [11], yields \(\rho_{min} \approx 13 \sqrt{\Delta_H}\) and \(\rho_{max} \approx 0.22/(\Delta_H + \epsilon)\) for the WH set considered in this section. The following rule of thumb then holds: the capacity of all WSSUS underspread channels with scattering function \(C_{\text{WH}}(\nu, \tau)\) having no more than \(\epsilon\) of its volume outside a rectangle (in the Doppler-delay plane) of area \(\Delta_H\), is close to \(C_{\text{AWGN}}(\rho)\) for all \(\rho\) that satisfy \(\sqrt{\Delta_H} < \rho < 1/(\Delta_H + \epsilon)\), independently of whether \(C_{\text{WH}}(\nu, \tau)\) is compactly supported or not, and of its shape. The condition \(\sqrt{\Delta_H} < \rho < 1/(\Delta_H + \epsilon)\) holds for all channels and SNR values of practical interest.

To conclude, an interesting open problem, the solution of which would strengthen our results, is to obtain an upper bound on the capacity of (1) based on perfect CSI at the receiver.
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Fig. 1. Maximum SNR value for which (12) holds, as a function of \(\Delta_H\) and \(\epsilon\).