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Abstract—Multiple-input multiple-output (MIMO) antenna systems employ spatial multiplexing to increase spectral efficiency or transmit diversity to improve link reliability. The performance of these signaling strategies is highly dependent on MIMO channel characteristics, which, in turn, depend on antenna height and spacing and richness of scattering. In practice, large antenna spacings are often required to achieve significant multiplexing or diversity gain. The use of dual-polarized antennas (polarization diversity) is a promising cost- and space-effective alternative, where two spatially separated uni-polarized antennas are replaced by a single antenna structure employing orthogonal polarizations. This paper investigates the performance of spatial multiplexing and transmit diversity (Alamouti scheme) in MIMO wireless systems employing dual-polarized antennas. In particular, we derive estimates for the uncoded average symbol error rate of spatial multiplexing and transmit diversity and identify channel conditions where the use of polarization diversity yields performance improvements. We show that while improvements in terms of symbol error rate of up to an order of magnitude are possible in the case of spatial multiplexing, the presence of polarization diversity generally incurs a performance loss for transmit diversity techniques. Finally, we provide simulation results to demonstrate that our estimates closely match the actual symbol error rates.
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I. INTRODUCTION AND OUTLINE

The use of multiple antennas at both ends of a wireless link (MIMO technology) has recently been shown to have the potential to drastically increase spectral efficiency through a technique known as spatial multiplexing (SM) [1]–[5]. This leverage often referred to as multiplexing gain permits the opening of multiple spatial data pipes between transmitter and receiver within the frequency band of operation for no additional power expenditure, leading to a linear (in the number of antennas) increase in capacity. Multiple antennas at both ends of a wireless link can also be used to improve link reliability through the use of transmit diversity (TD) techniques. TD techniques such as space-time coding [6]–[10] are particularly attractive since they do not require channel knowledge in the transmitter. The resulting diversity gain improves the reliability of fading wireless links and, hence, results in improved quality of transmission.

The performance of SM and TD depends strongly on the overall MIMO channel, which in turn is a function of transmit and receive antenna characteristics such as height and spacing and the scattering environment. In general, antenna spacings of tens of wavelengths at the base-station, and up to a wavelength at the subscriber unit are required in order to achieve significant multiplexing or diversity gain. Unfortunately, large antenna spacing increases both size and cost of base-stations and renders the use of multiple antennas in handsets very difficult. The use of dual-polarized antennas is a promising cost- and space-effective alternative, where two spatially separated uni-polarized antennas are replaced by a single antenna structure employing two orthogonal polarizations.

Contributions: In this paper, we investigate the performance of uncoded SM and TD (in particular the Alamouti scheme [10]) in systems employing dual-polarized antennas. Although our techniques are generally applicable, for the sake of simplicity and clarity of exposition, we consider a link with one dual-polarized transmit and one dual-polarized receive antenna. Our contributions are as follows.

• We introduce a channel model for wireless links employing dual-polarized antennas taking into account cross-polarization discrimination (XPD), Ricean K-factor, and fading signal correlation.

• We propose a new method for computing estimates of the uncoded average symbol error rate of SM and the Alamouti scheme in the presence of polarization diversity.

• We identify channel conditions where the use of polarization diversity is beneficial from an error-probability point of view, and we show that improvements in terms of symbol error rate of up to an order of magnitude are possible, depending on the transmission scheme.

• We demonstrate that our symbol error rate estimates closely match the actual error rates. Our method can therefore be used to predict performance trends analytically and helps avoid time-consuming computer simulations.

Organization of the Paper: The rest of this paper is organized as follows. Section II introduces the channel model and states our assumptions. In Sections III and IV, we derive estimates for the uncoded average symbol error rate of SM and the Alamouti scheme, respectively, as a function of the propagation parameters. Section V provides simulation results and demonstrates...
that our estimates closely match the simulation results. Finally, Section VI contains our conclusions.

II. CHANNEL MODEL

We consider a system with one dual-polarized transmit and one dual-polarized receive antenna. The channel is assumed to be frequency-flat over the band of interest. A channel model for this antenna configuration for the Rayleigh fading case was first introduced by the authors in [11]. Guided by insights gained through the measurement results reported in [12], we extend this channel model to include Ricean fading as well. We have the following input–output relation:

\[
\mathbf{r} = \sqrt{E_x} \mathbf{H} \mathbf{x} + \mathbf{n},
\]

where we have the following:

- \( \mathbf{x} = \begin{bmatrix} x_0 & x_1 \end{bmatrix}^T \) is the 2 × 1 transmit signal vector (also called codevector) whose elements are taken from a finite (complex) constellation chosen such that the average energy of the constellation elements is 1.
- \( \mathbf{n} \) is the 2 × 1 received signal vector.
- \( \mathbf{H} = \begin{bmatrix} h_{0,0} & h_{0,1} \\ h_{1,0} & h_{1,1} \end{bmatrix} \) is the 2 × 2 channel transfer matrix or polarization matrix.
- \( E_x \) is the average energy available at each of the transmit antennas over a symbol period.

The polarization matrix \( \mathbf{H} \) describes the degree of suppression of individual co-and cross-polarized components, cross-correlation, and cross-coupling of energy from one polarization state to the other polarization state. In practice, two polarization schemes are typically used: horizontal/vertical (0°/90°) or slanted (+45°/-45°). In this paper, we assume that both transmitter and receiver employ the same polarization scheme, i.e., both of them employ either +45°/-45° (see Fig. 1) or 0°/90°. The signals \( x_0 \) and \( x_1 \) are transmitted on the two different polarizations, and \( r_0 \) and \( r_1 \) are the signals received on the corresponding polarizations. We emphasize that although we are dealing with one physical transmit and one physical receive antenna, the underlying channel is a two-input two-output channel since each polarization mode is treated as a separate physical channel. The elements of \( \mathbf{H} \) are (in general correlated) complex gaussian random variables. We decompose the channel matrix into the sum of an average (or fixed, possibly line-of-sight) component and a variable (or scattered) component as

\[
\mathbf{H} = \sqrt{\mathbf{K}} \mathbf{H}_0 + \sqrt{\frac{1}{1+K}} \mathbf{H},
\]

where \( \mathcal{E}\{\mathbf{H}\} = \sqrt{\mathbf{K}/(1+K)} \mathbf{H}_0 \) and \( \sqrt{1/(1+K)} \mathbf{H} \) are the average and variable components of the channel matrix, respectively. The factors \( \sqrt{\mathbf{K}/(1+K)} \) and \( \sqrt{1/(1+K)} \) in (1) are energy normalization factors and are related to the Ricean \( K \)-factor, as will be described later in this section. The elements of the matrix \( \mathbf{H}_0 \), which are denoted as \( h_{i,j} \) (\( i,j = 0,1 \)), are

![Fig. 1. Schematic of a dual-polarized +45°/-45° antenna setup.](Image)


\[
\begin{align*}
\mathcal{E}\{\tilde{\mathbf{H}}_{0,0}\}^2 &= \mathcal{E}\{\tilde{\mathbf{H}}_{1,1}\}^2 = 1, \\
\mathcal{E}\{\tilde{\mathbf{H}}_{0,1}\}^2 &= \mathcal{E}\{\tilde{\mathbf{H}}_{1,0}\}^2 = \alpha
\end{align*}
\]

where \( 0 < \alpha \leq 1 \) is directly related to the XPD (or separation of orthogonal polarizations) for the variable component of the channel. Good discrimination of orthogonal polarizations amounts to small values of \( \alpha \) and vice versa. We note that \( \alpha \) is not only a function of the antenna elements’ ability to separate orthogonal polarizations but also of the propagation environment (coupling between orthogonal polarizations due to scattering). Measurements conducted in the 2.5-GHz band [13] have shown that even if antennas with good XPD are used, scattering in the propagation environment changes the polarization states and, hence, \( \alpha \), which describes the joint effect of antenna characteristics and the channel, may be close to 1. In particular, it was found in [13] that for ranges beyond 1.6 km, \( \alpha \) is always close to 1. The elements of the matrix \( \mathbf{H}_0 \), which are denoted as \( \tilde{h}_{i,j} \) (\( i,j = 0,1 \)), do not vary and are complex numbers satisfying

\[
\mathcal{E}\{\tilde{\mathbf{h}}_{0,0}\}^2 = \mathcal{E}\{\tilde{\mathbf{h}}_{1,1}\}^2 = 1, \quad \mathcal{E}\{\tilde{\mathbf{h}}_{0,1}\}^2 = \mathcal{E}\{\tilde{\mathbf{h}}_{1,0}\}^2 = \alpha_f
\]

where \( 0 \leq \alpha_f \leq 1 \) is directly related to the XPD for the fixed component of the channel. It is important to note that the presence of a fixed channel component does not always imply line-of-sight conditions. For pure line-of-sight conditions, \( \alpha_f \) unlike \( \alpha \), is solely a function of the antennas’ ability to separate the orthogonal polarizations.

The Ricean \( K \)-factor for a fading channel is defined as the ratio of the power in the fixed component to the power in the variable component [14]. Under the assumptions made above, the \( K \)-factor for each element of the channel matrix \( K_{i,j} \) (\( i,j = 0,1 \)) can be expressed as

\[
K_{0,0} = K_{1,1} = K, \quad K_{0,1} = K_{1,0} = \frac{\alpha_f}{\alpha} K.
\]

For the remainder of this paper, we will refer to \( K \) as the \( K \)-factor of the channel. Note that \( K = 0 \) corresponds to the case of pure Rayleigh fading. Experimental data collected in [12] and [13] reveals that the elements of \( \mathbf{H} \) are, in general,
correlated. We therefore define the following correlation coefficients:\textsuperscript{2}
\[ t = \frac{\mathcal{E} \left\{ \tilde{r}_{0,0}\tilde{r}_{1,1} \right\}}{\sqrt{\alpha}} = \frac{\mathcal{E} \left\{ \tilde{r}_{1,0}\tilde{r}_{1,1} \right\}}{\sqrt{\alpha}} \]
\[ r = \frac{\mathcal{E} \left\{ \tilde{r}_{0,0}\tilde{r}_{1,0} \right\}}{\sqrt{\alpha}} = \frac{\mathcal{E} \left\{ \tilde{r}_{0,1}\tilde{r}_{1,1} \right\}}{\sqrt{\alpha}} \]

where $t$ is referred to as the transmit correlation coefficient, and $r$ is the receive correlation coefficient. Recall that we assumed that $\alpha > 0$, which ensures viability of the above definitions.

Experimental data also reveals that the correlation between the diagonal elements of the channel matrix $h_{0,0}$ and $h_{1,1}$ and the off-diagonal elements $h_{0,1}$ and $h_{1,0}$ is typically very small. For the sake of simplicity, throughout the paper, we therefore assume that $\mathcal{E} \left\{ \tilde{r}_{0,0}\tilde{r}_{1,1} \right\} = \mathcal{E} \left\{ \tilde{r}_{1,0}\tilde{r}_{1,1} \right\} = 0$. Measured values of XPD, $K$-factor, and correlation coefficients can be found in [13] and [15]–[18].

We conclude this section by noting that the above assumptions on the propagation conditions lead to a certain symmetry in the channel model, simplifying the ensuing analysis, and better describing the case where the signals are launched and received on orthogonal polarizations of $\pm 45^\circ$. This is due to the symmetry in reflections off the earth’s surface for both polarizations, which is not the case for other polarization configurations such as $0^\circ$/$90^\circ$. We will, therefore, focus on the $\pm 45^\circ$ polarization configuration (see Fig. 1) for the remainder of this paper, keeping in mind, however, that the techniques presented are more generally applicable (with slight modifications of the channel model).

III. SYMBOL ERROR RATE ESTIMATE FOR SPATIAL MULTIPLEXING

In this section, we first briefly review spatial multiplexing (SM) and then present a new method for estimating the average (over the random channel) uncoded symbol error rate of SM as a function of the propagation parameters.

Spatial Multiplexing: Multiple antenna systems employ SM [1]–[5] to increase spectral efficiency. Fig. 2 shows a schematic of SM for the dual-polarized antenna system under consideration. The symbol stream to be transmitted is divided into two substreams, which are then launched simultaneously from the two orthogonal polarizations. We assume that the receiver has perfect channel knowledge and performs maximum-likelihood (ML) detection.

Average Symbol Error Rate Estimate: Assuming perfect channel state information, the ML decoder computes the vector $\hat{\mathbf{f}}$ according to
\[ \hat{\mathbf{f}} = \arg \min_{\mathbf{x}} \left\| \mathbf{r} - \sqrt{E_0}\mathbf{H}\mathbf{x} \right\|^2 \]

where the minimization is performed over the set of all possible codevectors $\mathbf{x}$. Let $\mathbf{f} = [f_0 \ f_1]^T$ and $\mathbf{g} = [g_0 \ g_1]^T$ be two different codevectors of size $2 \times 1$, and assume that $\mathbf{f}$ was transmitted. For a given channel realization $\mathbf{H}$, the probability that the receiver decides erroneously in favor of the vector $\mathbf{g}$ is given by [19]
\[ P(\epsilon|\mathbf{H}) = Q \left( \frac{E_0}{2\sigma_0^2} \right)^{d_2(\epsilon|\mathbf{H})} \]

where $d_2(\epsilon|\mathbf{H}) = ||\mathbf{H}\epsilon||^2$ with the vector error event $\epsilon = \mathbf{f} - \mathbf{g} = [\epsilon_0 \ \epsilon_1]^T$. Upon defining $\mathbf{y} = \mathbf{H}\epsilon$, we get $d_2(\epsilon|\mathbf{H}) = ||\mathbf{y}||^2$ and using the Chernoff bound $Q(x) \leq e^{-x^2/2}$, it follows from (2) that
\[ P(\epsilon|\mathbf{H}) \leq e^{-E_{0}/(4\sigma_0^2)}||\mathbf{y}||^2. \] 

Since $\mathbf{H}$ was assumed to be complex Gaussian, it follows that the $2 \times 1$ vector $\mathbf{y}$ is complex Gaussian as well. Furthermore, using (1), the vector $\mathbf{y}$ can be decomposed into a deterministic component $\mathbf{g}$ and a fading component $\tilde{\mathbf{y}}$ as
\[ \mathbf{y} = \sqrt{\frac{K}{1+K}} \mathbf{H}\epsilon \]
\[ \tilde{\mathbf{y}} = \sqrt{\frac{1}{1+K}} \tilde{\mathbf{H}}\epsilon \]

The average over all channel realizations of the right-hand side in (3) is fully characterized by the eigenvalues of the $2 \times 2$ covariance matrix $\mathbf{C}_0 = \mathcal{E} \{ \mathbf{y}\tilde{\mathbf{y}}^H \} = \mathbf{U}\Lambda\mathbf{U}^H$, where $\Lambda = \text{diag}\{\lambda_1, \lambda_2\}$, $\lambda_1, \lambda_2 \geq 0$, and the fixed component $\mathbf{g}$ [20]. Specifically\textsuperscript{3}
\[ P(\epsilon) \leq e^{-E_{0}/(4\sigma_0^2)}||\mathbf{g}||^2 \times \prod_{i=0}^{n(C_0)-1} \frac{\mathcal{E} \{ \text{tr}(\mathbf{U}(\epsilon_1^2/\lambda_i^2))\} \lambda_i - E_{0}/(4\sigma_0^2)\lambda_i}{1 + E_{0}/(4\sigma_0^2)\lambda_i} \]

\textsuperscript{3}$\text{tr}(\mathbf{A})$ stands for the rank of the matrix $\mathbf{A}$.

\textsuperscript{2}The superscript $^*$ stands for complex conjugate.
where \( P(e) = \mathcal{E}_H \{ P(c|H) \} \) is the pairwise error probability (PEP) averaged over all channel realizations, and

\[
d = [d_0 \ d_1]^T = \begin{bmatrix} \sqrt{\lambda_0} & 0 \\
0 & \sqrt{\lambda_1} \end{bmatrix} U^H g
\]

in the case of full-rank \( C_B \) and

\[
d_0 = \begin{bmatrix} \sqrt{\lambda_0} \\
0 \end{bmatrix} U^H g, \quad d_1 = 0
\]

in the case of rank-deficient \( C_B \). We remark that in the absence of a fixed component (pure Rayleigh fading), \( g = 0 \), and hence,

\[
d_0 = d_1 = 0, \quad \text{which implies} \quad P(e) \leq \prod_{k=0}^{\infty} (C_B)^{-1} 1/(1 + \langle E_0/(4\sigma_0^2) \rangle \lambda_k).
\]

Furthermore, we note that (4) includes the results for the correlated Rayleigh fading case reported in [21]–[23] and the results for the case of independent Ricean fading in [8] as special cases. Straightforward manipulations reveal

\[
C_B = \frac{1}{1+K} \begin{bmatrix} a & b \\
b^* & d \end{bmatrix}
\]

where

\[
a = |e_0|^2 + \xi |e_1|^2 + 2\Re\{e_0^* e_1^T \sqrt{\alpha} \}
\]

\[
b = \sqrt{\alpha} |e_0|^2 + |e_1|^2 \]

\[
c = d = e_0^* + |e_1|^2 + 2\Re\{e_0^* e_1^T \sqrt{\alpha} \}
\]

and the eigenvalues of \( C_B \) are given by

\[
\lambda_{0,1} = \frac{a + d \pm \sqrt{(a-d)^2 + 4|b|^2}}{2(1+K)}.
\]

From the expressions developed so far, it is interesting to note that transmit and receive correlation have asymmetric impacts on the probability of error associated with a particular error event. We will refer to this observation in Section V.

Consider a situation where no polarization diversity is used (i.e., \( \alpha = 1 \)) and where the channel matrix is i.i.d. with pure Rayleigh fading (\( K = 0 \)). In this case, \( \lambda_0 = \lambda_2 = |e_0|^2 + |e_1|^2 \), and the error rate behavior is governed by error events where only one out of the two scalar symbols is in error, say, \( e_0 \neq 0 \) with \( |e_0|^2 = d_{\min}^2 \), where \( d_{\min} \) denotes the minimum Euclidean distance of the (complex) scalar constellation used. Clearly, the error rate will decay for increasing \( d_{\min} \). In the general case, the error events governing the performance of SM exhibit significant dependence on the channel geometry induced by the channel statistics. In order to avoid having to find those error events for a particular channel geometry, we average over all possible error events, including a weighting, which takes into account that different vector error events cause a different number of scalar symbol errors. It is important to note that different vector error events have potentially different frequencies of occurrence and that this must be accounted for in the averaging. To capture this effect, we find the relative frequencies of the various error events by enumerating all possible codeword difference vectors \( \mathbf{e} \neq 0 \) and calculating the percentage of occurrence of each vector error event. We will refer to the \( j \)th element of the set of vector error events as \( e_j = [e_{j,0} \ e_{j,1}]^T \).

For the remainder of this section, we will consider the case of 4-QAM transmission, where the individual scalar error events \( e_{j,k} \) (\( k = 0,1 \)) can take values from the set \( \{0, \pm d_{\min}, \pm j d_{\min}, \pm d_{\min}(1+j), \pm d_{\min}(1-j)\} \). Now, the relative frequency of an error event \( e_j \), which is denoted as \( n(e_j) \), is given by

\[
n(e_j) = \omega(e_{j,0})\omega(e_{j,1})/240
\]

with

\[
\omega(x) = \begin{cases} 4, & x = 0 \\
2, & x = \pm d_{\min}, \pm j d_{\min} \\
1, & \pm d_{\min}(1+j), \pm d_{\min}(1-j) \end{cases}
\]

We also define a function \( s(e_j) \) that reflects the number of scalar symbol errors with which the error event \( e_j \) is associated. In particular, we have

\[
s(e_{j}) = \begin{cases} 2, & e_{j,0} \neq 0 \text{ and } e_{j,1} \neq 0 \\
1, & e_{j,0} = 0 \text{ or } e_{j,1} = 0 \end{cases}
\]

We can now estimate the average symbol error rate of spatial multiplexing as

\[
P_{\text{SAMP}} \approx \sum_{e_j} n(e_j) P(e_j) s(e_j)
\]

where \( P(e_j) \) is the right-hand side of (4). In Section V, \( P_{\text{SAMP}} \) is shown to reveal the correct performance trends with varying channel statistics, and a close match between the exact symbol error rate and \( P_{\text{SAMP}} \) is found.

We note that in some cases, (4) and (5) can be used to study the impact of channel statistics on the uncoded symbol error rate analytically. For example, it follows immediately from (4) and (5) that for \( t = r = 0 \) and pure Rayleigh fading (\( K = 0 \)), the quantity \( P_{\text{SAMP}} \) will be minimum for \( \alpha = 1 \), i.e., for the case where no polarization diversity is employed. Indeed, we will find in Section V (Simulation Examples 2 and 3) that for pure Rayleigh fading, polarization diversity improves the multiplexing gain only in the presence of high fading signal correlation. We will furthermore see that in the Ricean case, the use of polarization diversity can improve the performance of SM significantly.

IV. SYMBOL ERROR RATE ESTIMATE FOR TRANSMIT DIVERSITY

In this section, we will briefly review the Alamouti scheme and then present the corresponding uncoded symbol error rate estimate as a function of the channel statistics.

Alamouti Scheme: TD schemes exploit spatial diversity inherent in MIMO systems to improve link reliability. We consider the performance of a simple TD scheme (the Alamouti scheme [10]) for the polarization diversity channel under consideration. A schematic of the transmission strategy for the Alamouti scheme is shown in Fig. 3. Unlike SM, TD schemes introduce redundancy in the transmitted symbol stream to exploit spatial diversity. Thus, if symbols \( s_0 \) and \( s_1 \) are transmitted at \( +45^\circ \) and \( -45^\circ \), respectively, during one symbol period, then during the following symbol period, symbols \( s_{-1} \) and \( s_0 \) are launched at \( +45^\circ \) and \( -45^\circ \), respectively. We assume that the channel remains constant over at least two symbol periods and that the receiver performs ML detection on the received signals. As for the case of SM, we assume that the receiver maintains perfect channel knowledge.
Average Symbol Error Rate for the Alamouti Scheme: The ML receiver for the Alamouti scheme is much simpler than that for SM. This is due to the fact that the structure of the transmitted signal orthogonalizes the channel, irrespectively of the channel realization. Appropriate processing at the receiver effectively collapses the vector detection problem into simpler scalar detection problems. Denoting the squared Frobenius norm of the channel matrix $\mathbf{H}$ by $||\mathbf{H}||^2_2$, the input–output relation for the Alamouti scheme for either of the transmitted scalar symbols $s_0$ or $s_1$ is given by [10]

$$\tilde{s}_i = \sqrt{E_s}||\mathbf{H}||^2_2 s_i + \tilde{n}_i, \quad i = 0, 1$$

where $\tilde{n}_i$ is the scalar processed received signal corresponding to transmitted symbol $s_i (i = 0, 1)$, and $\tilde{n}_i$ is scalar zero-mean complex Gaussian noise with variance $\mathcal{N}(\tilde{n}_i^2) = ||\mathbf{H}||^2_2 \sigma_n^2$. Standard scalar ML detection can be performed on $\tilde{s}_i$ according to

$$\hat{s}_i = \arg \min_{s_i} ||\tilde{s}_i - \sqrt{E_s}||\mathbf{H}||^2_2 s_i||^2$$

where $\hat{s}_i$ is the estimated data symbol, and the minimization is performed over all possible scalar constellation points. Assuming that $\tilde{s}_i$ is taken from a QAM constellation, the probability that the receiver decodes the transmitted symbol in error for a given channel realization may be approximated by [24]

$$P(\hat{s}_i \neq s_i | \mathbf{H}) \approx \mathcal{N}_e Q\left( \sqrt{\frac{2P_{\text{min}} E_s ||\mathbf{H}||^2_2}{2\sigma_n^2}} \right)$$

(6)

where $\mathcal{N}_e$ and $d_{\text{min}}$ are the average number of nearest neighbors and minimum distance of the underlying QAM constellation, respectively. Again, using the Chernoff bound, we can upper bound the right-hand side of (6) as

$$P(\hat{s}_i \neq s_i | \mathbf{H}) \leq \mathcal{N}_e e^{-\left(E_s d_{\text{min}}/(4\sigma_n^2)\right)||\mathbf{H}||^2_2} \mathcal{C}^{(r(C_p)-1)(E_s d_{\text{min}}/(4\sigma_n^2))} d_{\text{min}}^2$$

(7)

We note that (8) correctly reflects the trends of the actual symbol error rate for varying channel statistics (see Section V, Simulation Examples 5–7). However, these expressions may not serve as accurate estimates of the average symbol error rate $P_{\text{err}}$. This limitation may be overcome by scaling (8) by an empirically determined constant $K$, which is obtained by fitting the function $e^{-x^2/2}$ to $Q(x)$ in a least squares sense over the desired range of SNR.

Unlike SM, averaging over vector error events is not required to calculate the symbol error rate for the Alamouti scheme. This is due to simplification of the vector detection problem into independent scalar detection problems, as mentioned earlier. One might argue that the nearest neighbor-based approach that is used to determine symbol error rate for scalar constellations could be extended to vector constellations and used for SM. However, a matrix channel preserves the relative geometry of the elements of a vector constellation only if every realization of the channel is orthogonal (i.e., $\mathbf{HH}^H = \eta \mathbf{I}_2$, where $\eta > 0$), which is definitely not the case in practice. Thus, the calculation of nearest neighbors is channel dependent and, hence, very tedious. It is for this reason that we resorted to the weighted average pairwise error probability approach for SM.

We note that in some special cases, (8) may be used to study the effect of polarization diversity and fading signal correlation on the Alamouti scheme analytically. Consider the case of
pure Rayleigh fading, where $K = 0$. We would like to identify channel characteristics that minimize the uncoded average symbol error rate $P_{\text{div}}$. Minimizing $P_{\text{div}}$ is equivalent to maximizing $\prod_{i=0}^{3} \left( 1 + \left( \frac{E_d R_{\text{max}}}{4\sigma_i^2} \right) \lambda_i \right)$. Restricting our attention to full rank $G$, we observe that since the logarithm is a strictly monotonic function, we can equivalently express the objective function for the maximization as

$$\max_{\lambda_i} \sum_{i=0}^{3} \log \left( 1 + \frac{E_d R_{\text{max}}}{4\sigma_i^2} \lambda_i \right). \quad (9)$$

Performing the maximization in (9) under the constraint of fixed total average channel power, which is equivalent to constraining $\text{Tr}(G)$ to be constant, it is easily seen that (9) is maximized when all the eigenvalues $\lambda_i$ ($i = 0, 1, 2, 3$) are equal. Equivalently, $G$ must be an orthogonal matrix to achieve minimum symbol error rate under a total average channel power constraint. For our channel model, we get

$$G = \begin{bmatrix} 1 & r \sqrt{\alpha} & t \sqrt{\alpha} & 0 \\ r^* \sqrt{\alpha} & 1 & 0 & t^* \sqrt{\alpha} \\ t \sqrt{\alpha} & 0 & \alpha & r \sqrt{\alpha} \\ 0 & t^* \sqrt{\alpha} & r^* \sqrt{\alpha} & 1 \end{bmatrix}. \quad (10)$$

It is now easy to verify that $G$ is orthogonal if and only if $t = r = 0$ and $\alpha = 1$. Thus, under a total average channel power constraint, $P_{\text{div}}$ is minimized for spatially uncorrelated fading and in the absence of polarization diversity (i.e., $\alpha = 1$ or equivalently two uni-polarized antennas rather than one dual-polarized antenna should be used), which corresponds to the classical i.i.d. Rayleigh fading MIMO channel model. Presence of fading signal correlation and/or the use of dual-polarized antennas necessarily lead to a performance loss. Now, consider a situation where fading signal correlation is present, i.e., $r > 0$ and/or $t > 0$. For high SNR, maximizing $\prod_{i=0}^{3} \left( 1 + \left( \frac{E_d R_{\text{max}}}{4\sigma_i^2} \right) \lambda_i \right)$ is equivalent to maximizing $\det(G)$. Straightforward manipulations reveal that

$$G = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & \sqrt{\alpha} & 0 & 0 \\ 0 & 0 & \sqrt{\alpha} & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix},$$

$$G = \begin{bmatrix} 1 & t & r & 0 \\ 0 & r^* & 1 & 0 \end{bmatrix},$$

$$G = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & \sqrt{\alpha} & 0 & 0 \\ 0 & 0 & \sqrt{\alpha} & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$

Using the identity $\det(AB) = \det(A) \det(B)$, it is easily seen that for given fading signal correlation, the symbol error rate estimate is minimized when $\alpha$ is maximum, or equivalently, $\alpha = 1$. Thus, even in the presence of fading signal correlation, polarization diversity leads to a performance loss of the Alamouti scheme at high SNR. Simulation Examples 2 and 3 in Section V will show that this is, in general, not the case for SM.

We conclude this section by noting that for the Alamouti scheme, the use of polarization diversity always leads to a performance loss and that transmit and receive correlation have symmetric effects on the symbol error rate. The latter statement

$$\det(A)$$

stands for the determinant of the matrix $A$.\footnote{\det(A) stands for the determinant of the matrix $A$.}
Fig. 5. Symbol error rate for spatial multiplexing as a function of $\alpha$ for various values of transmit correlation $r$. The use of polarization diversity can yield significant improvements in terms of symbol error rate if the transmit correlation is high.

Fig. 6. Symbol error rate for spatial multiplexing as a function of $\alpha$ for various values of receive correlation $r$. The use of polarization diversity in the presence of receive correlation is generally not advised. Enough and, hence, the use of two physical antennas results in high transmit antenna correlation, it is always better to use one dual-polarized antenna, even if the two polarizations are highly correlated. In practice, however, the use of dual-polarized antenna elements will reduce transmit correlation so that the improvement over the case of two physical antennas will be even more pronounced. In fact, if the transmit correlation is very high, it follows from Fig. 5 that the use of SM is no longer possible (due to the high error rates), whereas replacing the two antennas by a dual-polarized antenna with small $\alpha$ yields error rates that are acceptable. In fact, the use of polarization diversity can improve the average uncoded symbol error rate by up to an order of magnitude. We can furthermore conclude from Fig. 5 that if the transmitter can afford large antenna spacings and/or scattering in the channel is rich enough, the use of dual-polarized antennas will always result in a performance loss. The physical interpretation of these results is as follows. When the transmit correlation starts to increase and, hence, the condition number of the channel matrix realizations increases or, equivalently, the angle between the realizations of the two columns decreases, polarization diversity yields improved spatial separation and, hence, increases the multiplexing gain. More specifically, consider the case of $t = 1$. In the absence of polarization diversity ($\alpha = 1$), vector error events such as $[d_{\min} - d_{\min}]^T$ lie in the null-space of the channel, resulting in a high error rate. This effect subsides with the introduction of polarization diversity and good XPD. Through simulations, we found that starting at $t = 0.85$, polarization diversity, i.e., $\alpha < 1$ starts improving the multiplexing gain.

**Simulation Example 3:** In this simulation example, we study the performance of SM with polarization diversity in the pres-
In the presence of receive correlation only. For an SNR of 15 dB and \( K = 0 \), Fig. 6 shows the symbol error rate along with the estimate \( P_{\text{est}} \) for \( t = 0 \) and various values of \( r \). We observe that for high receive correlation, the use of polarization diversity can lead to a slight improvement in terms of symbol error rate. This effect, however, is much less pronounced than in the case of transmit correlation only. The asymmetry in the impact of polarization diversity in the cases of transmit correlation only and receive correlation only for SM has been noted in Section III. The reason for the pronounced difference is that in the presence of high transmit correlation, only the use of polarization diversity improves the spatial separation of the two independent data streams, which does not happen in the case of receive correlation only. A more detailed description of this observation is provided in [22]. To summarize, in the presence of receive correlation only, the use of dual-polarized antennas is generally not advised.

**Simulation Example 4** : This simulation example shows the potential benefit of dual-polarized antennas at high \( K \)-factor for systems employing SM. For high \( K \)-factor, the symbol error rate is governed primarily by the characteristics of the fixed component \( H \). In Fig. 7, we plot the symbol error rate as a function of \( \alpha_f \) for \( t = 0.5, r = 0.3, \alpha = 0.4, K = 10 \), and an SNR of 15 dB. Again, noting that \( \alpha_f = 1 \) corresponds to the case of two physical uni-polarized antennas, the plot reveals that system performance improves by over an order of magnitude with the use of dual-polarized antennas. Similar to Simulation Example 2, when XPD for the fixed component is poor, there are vector error events that tend to excite the null space of the channel matrix in the presence of high \( K \)-factor, leading to a high symbol error rate. The use of dual-polarized antennas mitigates this problem. We would like to note that this conclusion is a consequence of our choice of channel model, namely, a rank-deficient \( H \) for \( \alpha_f = 1 \). This model has been verified through measurements in [25] and reflects the fact that the use of polarization diversity improves spatial separation.

![Fig. 9](image9.png)  
**Fig. 9.** Symbol error rate for the Alamouti scheme as a function of \( \alpha \) for varying receive or transmit correlation. The use of dual-polarized antennas leads to a performance loss.

The improvement in performance that polarization diversity offers with increasing \( K \)-factor can also be analyzed from the point of view of channel capacity [26], [27]. At high \( K \)-factor, in the absence of polarization diversity (\( \alpha_f = 1 \)), the channel \( H \) tends to be ill-conditioned. Hence, only one significant spatial subchannel is present between transmitter and receiver. With the introduction of polarization diversity (\( \alpha_f < 1 \)), the rank of the channel is restored, and two significant spatial data pipes are available between transmitter and receiver resulting in multiplexing gain.

**Simulation Example 5** : This example serves to demonstrate that \( P_{\text{est}} \) provides an accurate estimate of the symbol error rate for the Alamouti scheme. For \( t = 0.7, r = 0.1, \alpha = 0.2, \alpha_f = 0.6 \), and scaling constant \( k = 0.25 \). Fig. 8 shows the symbol error rate obtained using Monte Carlo simulations along with the estimated symbol error rate \( P_{\text{est}} \) for \( K = 0 \) and \( K = 10 \). It can be seen that the symbol error rate estimate closely matches the actual symbol error rate (even for small SNR values).
Simulation Example 6: In this example, we demonstrate that the use of polarization diversity in the context of TD employing the Alamouti scheme leads to a performance loss. We further show the symmetric impact of transmit and receive correlation on the Alamouti scheme’s error rate performance. Recall that in the case of SM, this impact is asymmetric. Fig. 9 depicts the symbol error rate as a function of $\alpha$ for $K = 0$ and $\text{SNR} = 17$ dB (left plot shows $t = 0$ and various values of $r$, and the right plot shows $r = 0$ and various values of $t$). It is clearly seen that $\alpha = 1$ results in the lowest symbol error rate for all scenarios. This corroborates the observation made toward the end of Section IV. Moreover, we can see that transmit and receive correlation have an identical impact on the performance of the Alamouti scheme (as opposed to SM), as mentioned in the last paragraph of Section IV. Additionally, Fig. 9 shows how the performance of the Alamouti scheme degrades with increasing fading signal correlation.

Simulation Example 7: In the last simulation example, we investigate the influence of $K$-factor on the Alamouti scheme. We consider a channel with $\alpha = \alpha_t$. This corresponds to a situation where $|\tilde{H}|^2_F = \zeta \left | \tilde{H}^2_F \right |$. As described in Simulation Example 4, at high $K$-factor, $\tilde{H}$ governs the behavior of the system, whereas $\tilde{H}$ dominates at low $K$-factor. Fig. 10 shows the symbol error rate for the Alamouti scheme as a function of $K$ for $t = 0.5$, $r = 0.3$, and $\alpha = \alpha_t = 0.6$ for an SNR of 17 dB. It is clear from Fig. 10 that system performance improves with increasing $K$-factor. This conforms with intuition—at high $K$-factor, the system “looks more like an AWGN link” and outperforms a fading channel with the same average channel power. This result does not extend to SM, where system performance at high $K$-factor is primarily a function of the geometry of $\tilde{H}$ relative to the geometry of the transmitted vector constellation. If the geometry of $\tilde{H}$ is not conducive (in the uncoded case, typically when the condition number of $\tilde{H}$ is high), then high $K$-factor will result in a significant performance loss in the case of SM.

VI. CONCLUSIONS

We studied the use of dual-polarized antennas for spatial multiplexing and the Alamouti scheme. While dual-polarized antennas typically yield a performance degradation for the Alamouti scheme, they can be quite beneficial to spatial multiplexing under a wide variety of channel conditions, some of which we have highlighted in this paper. For instance, for pure Rayleigh fading, and in the presence of high transmit fading signal correlation, dual-polarized antennas can yield significantly improved multiplexing gain. In addition, for high $K$-factor, the use of dual-polarized antennas was found to be generally highly beneficial for spatial multiplexing. We proposed new techniques to estimate the uncoded average symbol error rates for spatial multiplexing and the Alamouti scheme. These techniques allow a numerical (and often analytical as well) study of the impact of polarization diversity on the performance of spatial multiplexing and the Alamouti scheme for arbitrary channel statistics. We verified the accuracy of our symbol error rate estimates through comparison with numerical results and studied the impact of varying channel conditions on the performance of the two transmission strategies. The proposed techniques reveal all trends of the actual symbol error rate for varying channel characteristics correctly without having to resort to time-consuming computer simulations and provide insight into channel suitability for each of these schemes.
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