Distributed Spatial Multiplexing in a Wireless Network

Boris Rankov and Armin Wittneben

ETH Zurich, Communication Technology Laboratory, CH-8092 Zurich, Switzerland
Email: \{rankov, wittneben\}@nari.ee.ethz.ch

Abstract—We study a wireless network with one source-destination pair and several relays that forward the data from source to destination in a multi-hop fashion. We compare two schemes: i) The relays operate in an amplify-and-forward (AF) mode and establish a point-to-point MIMO channel between source and destination (MIMO tunnel). ii) The relays operate in a decode-and-forward (DF) mode and the data is transmitted over different network paths (multi-path transmission). We show that the MIMO tunnel with AF relays outperforms the multi-path transmission with DF relays with respect to information rates.

I. INTRODUCTION

Wireless Networks. The interest in wireless ad hoc networks has recently grown due to their low deployment costs and the potential to build self-organizing heterogenous and pervasive wireless networks. Application examples are wireless personal area networks, home networks [1] or wireless sensor networks [2]. An ad hoc wireless network is a collection of wireless mobile nodes that form a network without a prescribed infrastructure [3]. In contrast to cellular systems the mobiles handle the necessary networking tasks by themselves through the use of distributed protocols and control algorithms. Multi-hop connections, whereby intermediate nodes relay the message to the final destination are mandatory to achieve connectivity, enhance transport capacity and power efficiency [4].

MIMO Systems. Multiple antennas at transmitter and receiver introduce spatial degrees of freedom into a wireless communication system. Space-time signal processing utilizes these degrees of freedom to boost link capacity and/or to enhance link reliability of multiple-input multiple-output (MIMO) communication systems. A system with \( M \) transmit and \( N \) receive antennas constitutes a \( M \times N \) MIMO channel. For i.i.d. Gaussian channel coefficients the ergodic capacity of a MIMO channel scales linearly with \( \min\{M,N\} \) [5].

With a spatial multiplexing architecture one can achieve the ergodic capacity without additional cost of bandwidth or power by transmitting data streams simultaneously over spatial sub-channels which are available in a rich scattering channel [6].

Distributed MIMO in Wireless Networks. Node cooperation at the physical layer (PHY) is the natural extension of space-time processing to multiple distributed nodes in an ad hoc network. The most basic form of PHY node cooperation is linear amplify-and-forward relaying. The relays receive in the first time slot the signal from the source and forward an amplified version in the second time slot. This way of relaying leads to low-complexity relay transceivers and to lower power consumption since there is no signal processing for decoding procedures. Another possibility is decode-and-forward relaying, where a relay fully decodes the incoming source signal, re-encodes the acquired information symbols and re-transmits the information signal either to the next relay or to the final destination. We refer to distributed spatial multiplexing when the simultaneous transmission of independent data streams is not supported by co-located antennas and a rich scattering channel but by spatially distributed network nodes assisting the communication between source and destination.

Related Work. In [7] a wireless network is considered with one source-destination pair equipped with multiple antennas and several single-antenna relays. The data is transmitted from source to destination via multiple hops. The authors determine the achievable rate for the high-SNR region when amplify-and-forward relays are used and quantify the tradeoff between network size and rate. In [8] resource allocation strategies for a multi-hop communication system employing orthogonal frequency-division multiple-access (FDMA) based relaying are investigated. The authors propose bandwidth and power allocations to each relaying hop that maximizes the end-to-end capacity for ergodic frequency-flat Rayleigh channels.

Notation. We use bold upper-case letters to denote matrices and bold lower-case letters to denote vectors. Further, \((\cdot)^T, (\cdot)^H\) stand for transposition and Hermitian transposition, respectively. \(\mathbb{E}\lbrack\cdot\rbrack\) denotes the expectation operator. \(\mathbf{I}_n\) is an \( n \times n \) identity matrix. All logarithms are taken to the base two. A circularly symmetric complex Gaussian random variable \( Z \) is a random variable \( Z = X + jY \sim \mathcal{CN}(m, \sigma^2) \), where \( X \) and \( Y \) are i.i.d. \( \mathcal{N}\left(m, \frac{\sigma^2}{2}\right) \). Throughout this paper we use discrete-time complex baseband notation.

II. SYSTEM MODEL

A. Network Model

Transmission from source to destination takes place sequentially over \( L \) hops, whereas in each hop a relay cluster consisting of \( K \) relays is involved in the forwarding process. Therefore we consider a wireless network with \( KL \) single-antenna transceivers: one source node \( S \), one destination node \( D \) and \( KL - 2 \) intermediate relay nodes \( R_k^{(l)} \) with \( k = 1, \ldots, K \) and \( l = 1, \ldots, L - 1 \), where \( R_k^{(l)} \) is the \( k \)th relay in cluster \( l \), cf. Fig. 1 and Fig. 2. The end-to-end transmission is organized as follows: \( K \) codewords are transmitted from source \( S \) to the first relay cluster \( \{ R_1^{(1)}, \ldots, R_K^{(1)} \} \) via orthogonal channels (for example time division multiple access or frequency division multiple access). \( L - 2 \) time slots each of length \( T \) are used for the concurrent transmission of \( K \)
codewords from the first relay cluster \( \{ \mathcal{R}_1^{(1)}, \ldots, \mathcal{R}_K^{(1)} \} \) to the last relay cluster \( \{ \mathcal{R}_1^{(L-1)}, \ldots, \mathcal{R}_K^{(L-1)} \} \) via \( L - 2 \) hops. Then \( K \) orthogonal channels are required to transmit the \( K \) codewords from the last relay cluster \( \{ \mathcal{R}_1^{(L-1)}, \ldots, \mathcal{R}_K^{(L-1)} \} \) to the destination node \( \mathcal{D} \). Note that in the relay clusters \( 1 \leq l \leq L - 2 \) the signals are jointly transmitted over the same physical channel and cause interference whereas the transmissions in the first and the last hop are interference-free. We look at two types of forwarding modes: amplify-and-forward (AF) relaying and decode-and-forward (DF) relaying.

Further assumptions: All network nodes are perfectly synchronized and the nodes may not transmit and receive at the same time (half-duplex). The radio range of the nodes does not allow direct communication between source \( \mathcal{S} \) and destination \( \mathcal{D} \), likewise relays \( \{ \mathcal{R}_1^{(1)}, \ldots, \mathcal{R}_K^{(1)} \} \) in cluster \( l \) only receive signals from relays \( \{ \mathcal{R}_1^{(l-1)}, \ldots, \mathcal{R}_K^{(l-1)} \} \) belonging to cluster \( l - 1 \).

### B. Channel Model

We assume that all channel gains are frequency-flat and time varying. We use a block-fading channel model [9] where a fading coefficient remains constant during a time interval of length \( T_{coh} \) (channel coherence time) and changes independently from interval to interval. In this paper we consider all channel gains to be i.i.d. \( \sim \mathcal{CN}(0, \nu^2) \) where \( \nu^2 \) denotes the average channel energy (Rayleigh fading).

### C. Signal Model

Transmissions are organized in time slots of length \( T \) with \( T = MT_{coh} \), i.e., \( M \) fading realizations are revealed during the transmission of one burst. One time slot contains \( N \) symbols of duration \( T_s \), i.e., \( NT_s = T \). Decoding in the DF case (in the relay nodes as well as in the destination node) is done after the reception of \( N \) symbols, i.e., the length of one codeword is \( T \). In the AF case the linear processing (in a relay) is done symbolwise and the decoding in the destination \( \mathcal{D} \) after the reception of the codeword (\( N \) symbols). The signals transmitted by the source node \( \mathcal{S} \) are Gaussian distributed (Gaussian codebook) with an average energy constraint per symbol period [10]. In the following sections we consider amplify-and-forward (AF) relaying as well as decode-and-forward (DF) relaying and compare both approaches in terms of information rates (capacity).

### III. DISTRIBUTED SPATIAL MULTIPLEXING WITH AMPLIFY-AND-FORWARD RELAYS

To illustrate the mode of operation consider Fig. 1 as an example. Two codewords are transmitted from \( \mathcal{S} \) to \( \mathcal{R}_1^{(1)} \) and \( \mathcal{R}_2^{(1)} \) in different time slots (orthogonal channels in the first hop). Intermediate nodes store and forward the received signals simultaneously such that signals received by \( \mathcal{R}_1^{(2)} \) and \( \mathcal{R}_2^{(2)} \) are linear superpositions of the signals forwarded by \( \mathcal{R}_1^{(1)} \) and \( \mathcal{R}_2^{(1)} \). In the last hop the nodes \( \mathcal{R}_1^{(4)} \) and \( \mathcal{R}_2^{(4)} \) cooperate such, that the destination receives the corresponding signals sequentially in time. This establishes a distributed \( 2 \times 2 \) MIMO channel between source and destination which we name MIMO tunnel.

![AF MIMO tunnel](image)

The symbol vector received by destination \( \mathcal{D} \) is given as

\[
y_D = H_L \prod_{l=1}^{L-1} G_{L-l} H_{L-l} x_S + \sum_{l=1}^{L-1} \sum_{n=0}^{L-1-l} H_{L-l-n} G_{L-n-1} w_R^{(l)} + w_D,
\]

where \( x_S = (x_1, \ldots, x_N)^T \) is the symbol vector sent by the source \( \mathcal{S} \) with i.i.d. \( x_k \sim \mathcal{CN}(0, \nu^2) \) and \( E_s \) is the average transmit energy over one symbol period. \( H_l \) and \( H_L \) are \( K \times K \) diagonal channel matrices since the channel from the source to the first relay cluster (entrance to the MIMO tunnel) and the channel from the last relay cluster (exit of the MIMO tunnel) to the destination are orthogonal. \( H_l \) with \( l = 2, \ldots, L - 1 \) are the channel matrices of the intermediate hops, \( w_R \) and \( w_D \) denote additive white Gaussian noise at the relays and the destination with variance \( \sigma_R^2 \) and \( \sigma_D^2 \), respectively. The diagonal matrix \( G_l \) contains the scaling factors of the AF relays with \( g_k^{(l)} \) the scaling factor of relay \( \mathcal{R}_k^{(l)} \) that is chosen according to

\[
g_k^{(l)} = \sqrt{\frac{E_k^{(l)}}{\sum_{i=1}^{K} E_i^{(l-1)|h_{k,i}|^2} + \sigma_D^2}}
\]

where \( E_k^{(l)} \) is the average transmit energy per symbol period of relay \( \mathcal{R}_k^{(l)} \) and \( h_{k,i}^{(l)} \) the channel gain between \( \mathcal{R}_i^{(l-1)} \) and \( \mathcal{R}_k^{(l)} \). Considering that the channel gains are i.i.d. \( \sim \mathcal{CN}(0, \nu^2) \) and setting the average transmit energy of the relays equal to \( E_s/K \), i.e., an average transmit energy of \( E_s \) is used in every symbol period (channel use), the scaling factor in (2) simplifies to

\[
g_k^{(l)} = g = \sqrt{\frac{E_s/K}{E_s + \sigma_D^2}}
\]

and is the same for all relays.

**Ergodic Capacity.** Assuming the destination has perfect channel state knowledge the information rate of the MIMO tunnel measured in bit per tunnel use, i.e., \( 2K(L-2) \) consecutive channel uses, is

\[
I(x_S; y_D|H_0, \ldots, H_L) = \log \det \left( I_K + \frac{E_s}{K \sigma_D^2} R^{-1} H H^H \right),
\]

(3)
where the covariance matrix \( \sigma_\mathcal{D}^2 \mathbf{R} \) of the noise in (1) is given by

\[
\sigma_\mathcal{D}^2 \left( \sum_{l=1}^{L-1} \prod_{n=0}^{L-1-l} \mathbf{H}_{L-n} \prod_{n=0}^{L-1-l} \mathbf{H}_{L-n} \right)^{1/2} \left( \frac{2}{\sigma_\mathcal{D}^2} \mathbf{I}_K + \mathbf{I}_K \right).
\]

The ergodic capacity of the MIMO tunnel is obtained by averaging (3) over all channel realizations:

\[
C_{\text{AF}} = \mathbb{E} \left[ I \left( \mathbf{x}_S; \mathbf{y}_D \right) \right] \tag{4}
\]

and may be achieved by random coding over a large number of independent channel realizations \([11]\). In order to determine the ergodic capacity in (4) analytically one has to find the distribution of the eigenvalues of \( \mathbf{R}^{-1/2} \mathcal{H} \mathbf{H}^H \mathbf{R} \). The eigenvalue distribution of the product channel \( \mathcal{H} \mathbf{H}^H \) is given in terms of the Stieltjes transform in \([12]\) and was found by using arguments from random matrix theory. To the best knowledge of the authors the eigenvalue distribution of \( \mathbf{R}^{-1/2} \mathcal{H} \mathbf{H}^H \) is not known so far. Therefore we resort to simulations in order to evaluate the ergodic capacity in (4). Numerical examples are given in section V.

IV. DISTRIBUTED SPATIAL MULTIPLEXING WITH DECODE-AND-FORWARD RELAYS

We compare the MIMO tunnel with a multi-path transmission using decode-and-forward relays where the source sends \( K \) independent data streams simultaneously over \( K \) network paths, cf. Fig. 2. The first stream with rate \( R_1 \) is transmitted along path \( P_1 : S \rightarrow R_1^{(1)} \rightarrow R_1^{(2)} \rightarrow \cdots \rightarrow R_1^{(L-1)} \rightarrow D \), the second stream with rate \( R_2 \) along path \( P_2 : S \rightarrow R_2^{(1)} \rightarrow R_2^{(2)} \rightarrow \cdots \rightarrow R_2^{(L-1)} \rightarrow D \) and so on. Every path consists of \( L \) decode-and-forward (DF) wireless single-input single-output (SISO) links. The signal received in path \( P_k \) in cluster \( l \) \( (1 \leq l \leq L-1) \) is given as

\[
y_k^{(l)} = h_{k,1}^{(l)} x_1^{(l-1)} + \sum_{i=1,i \neq k}^{K} h_{k,i}^{(l)} x_i^{(l-1)} + w_k^{(l)}, \tag{5}
\]

where \( x_i^{(l-1)} \sim \mathcal{CN}(0, E_s/K) \) is the re-encoded source symbol \( x_k \) belonging to path \( P_k \), the sum in (5) describes the interference caused by the \( K-1 \) parallel network paths and \( w_k^{(l)} \) is additive white Gaussian noise with variance \( \sigma_k^2 \). We refer to orthogonal multi-path transmission when no interference between the network paths occurs (achieved by orthogonal signaling between network paths). Note that the transmissions in the first and the last hop occur over orthogonal channels in any case in order to compare the system with the MIMO tunnel from section III.

In the following we consider to types of decode-and-forward signaling. By \textit{ergodic signaling} we refer to the case where the codeword length \( T = MT_{\text{coh}} \) captures enough channel fluctuations \((M \gg 1)\) in order to reveal the ergodic nature of the channel such that ergodic capacity is achieved in every link. By \textit{weakest link signaling} the source adapts the rate for a particular path to the weakest channel (link) in that path and the relays belonging to that path decode-and-forward the signals based on this adapted rate. For every scheme we determine the capacity for the case of non-interfering network paths as well as for interfering network paths.

A. Weakest Link Signaling

When the coherence time \( T_{\text{coh}} \) of the channel gains is large (slow fading) then the overall delay (coding delay plus multi-hop delay) of the source-destination transmission becomes large for ergodic signaling and may be prohibitive for delay-constrained transmissions. However, assuming perfect channel state information at the source, we may choose a variable-rate transmission strategy: rate \( R_k \) for path \( P_k \) is adapted and matched to the instantaneous channel conditions of path \( P_k \) such that the link with the smallest channel gain may support rate \( R_k \). Every relay node in path \( P_k \) decode and re-encode the symbols based on the coderate \( R_k \). Short codes may be used (codeword length smaller than the coherence time) to allow reliable communication. However, the length of the codewords has to be long enough to protect the transmissions against noise. The knowledge of the channel gains at the source may be obtained in a two-way handshake protocol which runs separately for every path: In the first phase training symbols are transmitted along path \( P_k \) enabling receiving nodes (intermediate relays and destination) to learn the channel. The channel gains are then propagated back to the source in the second phase. The capacity of one path \( P_k \) is determined by the mutual information of the weakest link (the link with deepest channel fade) in path \( P_k \). The average capacity between source and destination for this signaling scheme follows as

\[
C_{\text{WL}} = \sum_{k=1}^{K} \mathbb{E} \left[ \min_{1 \leq l \leq L} \left\{ \log \left( 1 + \frac{E_s}{K (\sigma^2 + E_i^{l(1)}) |h_{k,l}^{(l)}|^2} \right) \right\} \right],
\]

with \( \sigma_\mathcal{D}^2 = \sigma_R^2 = \sigma^2 \) and where the expectation is taken with respect to the distribution of the channel gains. Further

\[
E_i^{l(1)} = \begin{cases} \frac{E_s}{K} \sum_{i=1,i \neq k}^{K} |h_{k,i}^{(l)}|^2 & ; l \in \{2,3,\ldots,L-1\} \\ 0 & ; l \in \{1,L\} \end{cases}
\]

is the interference energy per symbol period caused by the paths used in parallel.

Non-interfering networks paths. Here the parallel network paths do not interfere with each other. This may be achieved by orthogonal signaling (e.g. path separation through different

![Fig. 2. Multi-path transmission (here over two network paths) in a multi-hop wireless network with decode-and-forward relay nodes, \( K = 2, L = 5 \)](image_url)
frequency bands). The capacity (6) simplifies then to
\[
C_{WL} = K \mathbb{E} \left[ \min_{1 \leq l \leq L} \left\{ \log \left(1 + \frac{\rho}{K} |h_{1,1}^{(l)}|^2 \right) \right\} \right]
\]
\[
= K \mathbb{E} \left[ \log \left(1 + \frac{\rho}{K} \min_{1 \leq l \leq L} \left| h_{1,1}^{(l)} \right|^2 \right) \right]
\]
\[
= K \int_0^\infty \log \left(1 + \frac{\rho}{K} h_{\text{min}} \right) f(h_{\text{min}}) \text{d}h_{\text{min}}
\]
with \( \rho = E_s/\sigma^2 \) and \( h_{\text{min}} = \min_{1 \leq l \leq L} |h_{1,1}^{(l)}|^2 \). The PDF of \( h_{\text{min}} \) is determined in the Appendix as:
\[
f(h_{\text{min}}) = \frac{L}{\nu^2} \exp \left(-\frac{L h_{\text{min}}}{\nu^2}\right).
\]
Plugging (9) into (8) and evaluating the integral yields
\[
C_{WL} \leq K \frac{\rho^2}{2} \exp \left(\frac{KL}{\rho^2}\right) E_1 \left(\frac{KL}{\rho^2}\right)
\]
\[
\leq K \log \left(1 + \frac{\rho^2}{KL}\right)
\]
where \( E_1(x) = \int_x^{\infty} \frac{e^{-t}}{t} \text{d}t \). Equation (10) follows by applying the inequality \( e^x \leq e^{x^2} \) [13] and is obtained also by applying Jensen’s inequality to (8). Note that for fixed \( K \)
\[
\lim_{L \to \infty} C_{WL} = 0,
\]
i.e., as the number of hops increases the capacity of the multi-hop transmission drops down even though DF relays are used. The reason is that every additional hop increases the chance to get a channel with a deeper fade than up to now and therefore the probability that the path capacity will be smaller by adding a new hop increases. Therefore, the usual advantage of DF multi-hop systems over AF multi-hop systems due to avoiding noise accumulation is relaxed in a fading multi-hop environment when using a weakest link signaling protocol. For fixed \( L \) we obtain for the large-relay limit
\[
\lim_{K \to \infty} C_{WL} = C_{WL}^\infty \leq \frac{\rho^2}{L} \log e = C_{WL}^\infty L,
\]
i.e., capacity saturates for a large number of relays. Increasing the number of parallel network paths allows to transmit additional independent data streams but also lowers the transmit power per relay. The two detrimental effects compensate for each other such that the capacity takes a finite value for large \( K \).

**Interfering network paths.** Now we turn to the case where the parallel network paths do interfere with each other, i.e., only one orthogonal channel is used for relay transmissions:
\[
C_{WL} = K \mathbb{E} \left[ \min_{1 \leq l \leq L} \left\{ \log \left(1 + \frac{E_s |h_{1,1}^{(l)}|^2}{K (\sigma^2 + E_1^{(l)})} \right) \right\} \right]
\]
Since \( E_1^{(l)} = 0 \) for \( l \in \{1, L\} \) the minimum channel gain occurs with high probability in one of the intermediate hops \( l \in \{2, 3, \ldots, L-1\} \) (where interference occurs), hence we neglect the first and the last hop for the capacity calculation:
\[
C_{WL} \leq K \mathbb{E} \left[ \log \left(1 + \min_{2 \leq l \leq L-1} \left\{ \frac{E_s |h_{1,1}^{(l)}|^2}{K (\sigma^2 + E_1^{(l)})} \right\} \right) \right]
\]
\[
= K \int_0^\infty \log(1 + y) f_Y(y) \text{d}y,
\]
where the inequality follows due to the assumption \( \sigma^2 \ll \frac{E_s}{K-1} \sum_{i=2}^L |h_{1,1}^{(l)}|^2 \). Further we define
\[
y = \min_{2 \leq l \leq L-1} \left\{ \frac{|h_{1,1}^{(l)}|^2}{K (\sigma^2 + E_1^{(l)})} \right\}.
\]
The PDF of \( Y \) is determined in the Appendix as:
\[
f_Y(y) = K (L - 2) \left( 1 + \frac{K}{K-1} \right)^{(L-2)(1-K)^{-1}}.
\]
The probability \( \mathbb{P}[y \leq 1] \) is approximately given by \( 1 - 2^{-LK} \), i.e., the probability that \( y \) takes a small value is very high and we may approximate \( \log(1 + y) \approx y \log e \) in (11). The capacity follows then by evaluating the integral in (11) using this approximation and for \( K > 1 \) and \( L > 2 \):
\[
C_{WL} \leq \frac{\log e}{L - \frac{1}{K-1}}.
\]
As in the non-interfering case we have for fixed \( K \) the limit \( \lim_{L \to \infty} C_{WL} = 0 \). For fixed \( L \) the large-relay limit becomes
\[
\lim_{K \to \infty} C_{WL} \leq \frac{\log e}{L},
\]
i.e., capacity again saturates for a large number of relays.

**B. Ergodic Signaling**

If we assume that the channel coherence time is small (fast fading) the relays may achieve ergodic capacity of their corresponding links without CSI at the source by choosing codewords long enough in order to sufficiently average out the channel fluctuations [11] but short enough to guarantee an overall delay imposed by multi-hopping and coding that is still feasible. The capacity of path \( P_i \) is then determined by the lowest ergodic link capacity in that path. The total ergodic capacity between source and destination follows as
\[
C_{\text{Er}} = \sum_{k=1}^K \min_{1 \leq l \leq L} \left\{ \mathbb{E} \left[ \log \left(1 + \frac{E_s}{K (\sigma^2 + E_1^{(l)})} |h_{k,k}^{(l)}|^2 \right) \right] \right\},
\]
where \( E_1^{(l)} \) is given in (7).

**Non-interfering networks paths.** The capacity for that scheme follows as
\[
C_{\text{Er}} = K \min_{1 \leq l \leq L} \left\{ \mathbb{E} \left[ \log \left(1 + \frac{\rho}{K} |h_{1,1}^{(l)}|^2 \right) \right] \right\}
\]
\[
= K \int_0^\infty \log(1 + \rho h) g(h) \text{d}h
\]
\[
= \frac{K}{\ln 2} \exp \left(\frac{K}{\rho \nu^2}\right) E_3 \left(\frac{K}{\rho \nu^2}\right)
\]
\[
\leq K \log \left(1 + \frac{\rho \nu^2}{K}\right),
\]
where \( h = |h_{1,i}^{(l)}|^2 \). In contrast to (10) the capacity does not degrade with increasing \( L \) (the number of hops). Since ergodic signaling at every DF node allows to be robust against deep channel fades the capacity is not determined by the weakest channel link. In the large-relay limit we have

\[
\lim_{K \to \infty} C_{\text{erg}} \leq \rho \nu^2 \log e = LC_{\text{WL},\text{AF}},
\]

i.e., with ergodic signaling larger capacity gains are achievable than by using variable-rate coding based on weakest channel links.

**Interfering networks paths.** The relays use only one orthogonal channel for the transmissions and therefore interfere with each other, i.e.,

\[
C_{\text{erg}} \leq K \min_{2 \leq l \leq L-1} \left\{ \mathbb{E} \left[ \log \left( 1 + \frac{E_i |h_{1,i}^{(l)}|^2}{K \left( \sigma^2 + E_i^{(l)} \right)} \right) \right] \right\}
\]

\[
\leq KE \left[ \log \left( 1 + \frac{|h_{1,i}^{(l)}|^2}{\sum_{i=2}^{K} |h_{1,i}^{(l)}|^2} \right) \right] = K \int_0^\infty \log(1+z)f_Z(z)dz,
\]

where we again make the assumption that

\[ \sigma^2 \ll \frac{E_i}{\pi - 1} \sum_{i=2}^{K} |h_{1,i}^{(l)}|^2 \]

and where

\[ z = \frac{|h_{1,i}^{(l)}|^2}{\sum_{i=2}^{K} |h_{1,i}^{(l)}|^2} \]

The PDF of \( Z \) is given as (see Appendix)

\[
f_Z(z) = \frac{K}{1 + K \frac{\pi - 1}{\pi} z^K}.
\]

The capacity follows by evaluating the integral in (12) with the PDF (13). For \( K/(K-1) \approx 1 \) we obtain

\[
C_{\text{erg}} \leq \frac{K^2}{K^2 - 2K + 1} \log e.
\]

We see that in the limit \( \lim_{K \to \infty} C_{\text{erg}} \leq \log e \) the ergodic signaling achieves better capacity results than weakest link signaling. Due to convexity properties of the \( \min \{ \cdot \} \) operator and by the use of Jensen’s inequality it follows that in general:

\[
C_{\text{WL}} = \sum_{k=1}^{K} \mathbb{E} \left[ \min \{ C_{\text{WL},i} \} \right] \leq \sum_{k=1}^{K} \min \{ \mathbb{E} \{ C_{\text{erg},i} \} \} = C_{\text{erg}}.
\]

**V. Numerical Examples**

We give numerical examples of the capacity performance both for the MIMO tunnel and the multi-path transmission scheme. In Fig. 3 the curve labeled with *non-interfering DF-MPT* (decode-and-forward multi-path transmission) corresponds to the case where in each layer the average transmit energy per symbol period is equal to \( E_i \) and the curve labeled with *non-interfering DF-MPT norm.* corresponds to the case where the capacity is normalized to the number of orthogonal channels \( K \) but the average transmit energy per layer is \( KE_i \). We observe that the average capacity \( C_{\text{AF}} = \mathbb{E}\{I_{\text{AF}}\} \) of the MIMO tunnel approaches almost the average capacity of the orthogonal (interference-free) multi-path transmission DF-MPT and clearly outperforms the this scheme for DF-MPT norm. The MIMO tunnel achieves much higher capacity results than DF-MPT when interference between the network routes occurs. The reason for the large degradation of the non-orthogonal multi-path transmission here is our simplified interference model, where each interfering signal is in the average equally strong as the desired signal. Note that the interference from the network paths helps us in the MIMO tunnel to establish a rich scattering environment (“good interference”) which is necessary to obtain significant spatial multiplexing gains, whereas the interference in the multi-path transmission approach limits this signaling scheme strongly (“bad interference”).

In Fig. 4 we compare the two schemes with respect to the number of hops. The capacity decrease of the MIMO tunnel with respect to the number of hops is due to noise accumulation and the fact that a product of Gaussian matrices becomes increasingly ill-conditioned as the number of concatenated matrices grows. In the multi-path transmission approach every additional hop increases the probability of a weaker link in a path and therefore the probability that the path capacity will be smaller by adding a new link (hop) increases.

In Fig. 5 we compare the two schemes when ergodic signaling is used for multi-path transmission. The capacity vs. number of relays behaves qualitatively similar as for weakest link signaling with the difference that the rates are higher for ergodic signaling as (14) suggests.

**VI. Conclusions**

We provided a capacity comparison between the MIMO tunnel with AF relays and the multi-path transmission with DF relays for a weakest link signaling scheme and an ergodic signaling scheme. In the AF case (MIMO tunnel) the interference is desired (“good interference”) and is needed to obtain spatial multiplexing gains. In the DF case (multi-path transmission) the interference limits strongly the performance (“bad interference”). Distributed spatial multiplexing via AF relays outperforms DF multi-path transmission in terms of achievable rates when we normalize the capacity to the number of orthogonal dimensions used for the transmission.
Depending on the channel coherence time (slow or fast fading) and delay constraints given by the user either weakest link signaling ("short codes") or ergodic signaling ("long codes") may be the better choice.

APPENDIX

A. PDF of $h_{\min}$

Given that $\{h_{11,(l)}\}_{1 \leq l \leq L}$ are i.i.d. $CN(0, \nu^2)$ it follows that $\{h_{11,(l)}^2\}_{1 \leq l \leq L}$ are i.i.d. according to $\frac{1}{\nu^2} \exp(-\frac{h^2}{\nu^2})$.

From order statistics [14] we know that the minimum of $L$ independent and exponentially distributed random variables with mean $\nu^2$ has again a probability density function (PDF) which is exponential with mean $\nu^2/L$.

B. PDF of $Y$ and $Z$

Define $\{z^{(l)}\}_l$ i.i.d. according to $f_Z(z)$ where $z^{(l)} = y^{(l)}_1/y^{(l)}_2$ with $y^{(l)}_1 = |h_{11,(l)}|^2$ and $y^{(l)}_2 = \sum_{i=2}^K |h_{1,i}|^2$.

The PDF of $Z$ is determined by

$$f_Z(z) = \int_0^{\infty} y_2 f_{Y_1}(y_1, y_2) f_{Y_2}(y_2) dy_2 = \frac{K}{K-1} \frac{1}{\nu^2} \exp\left(\frac{y_2 z}{\nu^2}\right)$$

with

$$f_{Y_1}(y_2) = \frac{1}{\nu^2} \exp\left(\frac{y_2}{\nu^2}\right)$$

and

$$f_{Y_2}(y_2) = \frac{K-1}{K} \left(\frac{\nu}{\sqrt{2}}\right)^{2K-1} \frac{1}{\nu^2} \exp\left(\frac{K-1}{\nu^2} y_2\right) \frac{K-2}{y_2} \exp\left(\frac{K-1}{\nu^2} y_2\right).$$

The PDF of

$$y = \min_{2 \leq l \leq L-1} \left\{\frac{y^{(l)}_1}{y^{(l)}_2}\right\}$$

is then given by [14]

$$f_Y(y) = (L-2) \left(1 - F_Z(y)^{L-3} f_Z(y)\right) = K(L-2) \left(1 + \frac{K}{K-1}\right)^{(L-2)(1-K)-1}$$

for $K > 1$ and $L > 2$ and where $F_Z(z)$ is the CDF of $f_Z(z)$.

REFERENCES